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1 Project Summary

This research is an investigation of the application of coincident pulse tech-
niques to multiprocessor interconnection networks. The research focuses on
three main areas: an examination of the applicability of coincident pulse
techniques and required hardware to multiprocessor applications, an inves-
tigation of the limits of scalability, and an exploration of various intercon-
nection structures which can be created using these techniques.

2 Project Objectives

Specific objectives of this research are:

" The determination of the limits placed by current technology on implementations of coincident
pulse structures. These limits include, pulse width, detection limits, degree of overlap for
coincidence, power distribution and pulse synchronization.

" The study of specific structures which are capable of supporting simulcasting and multicas-
ting communications and the comparison of these structures with functionally comparable
electronic systems.

" The resolution of specific configuration issues related to clock distribution mechanisms for
latching data in the simulcasting structure.

* The characterization of the tradeoff between complexity and latency for choosing the number
of dimensions appropriate for a particular coincident structure.

" The study of techniques for error detection and recovery in two dimensional structures.

3 Project Status

Several of the specific objectives listed above were met in the first year of our project:

* An investigation of the limits placed by current technology on the coincident pulse technique.

" Power and distribution issues for specific bus configurations.

* Investigations of specific configtirations for multicasting and simulcastilig.

As noted iii tie publications listed below, and reproduced in the appendix lie second year has
seen progress on the following objectives:

e The identification of the limits to scalabilitv for these systems.



" The quantification and resolution of the "shadow problem" in linear and multi-dimensional
structures.

" The generalization of the coincident structures to pipelined bus structures and the analysis
of inherent advantages of pipelined communication structures for both optical and electronic
interconnections.

Several of the specific objectives have been modified based on our research. In particular:

" We see a definite need for active amplification in the tapped bus structures. Therefore we
are investigating the use of non-linear (Erbium doped) fiber to create a "lossless" tapped bus
structure.

" The application of the signal pipelining results to reconfigurable time division multiplexed
structures.

Our next set of specific goals are:

" The generalization of our work in TDM structures to more general reconfigurable optical
interconnection networks

" The identification of bandwidth as a virtual resource which can be allocated dynamically on
a variety of networks.

" The use of locality in source-destination address pairs to provide a mechanism of providing a
dynamic reconfiguration mechanism which provides channels at optical message speed, while
optimizing resources at computer algorithm speeds.

The next sections summarize some of our recent contributions, which have not yet appeared in
the open literature. Other contributions are reported in the papers given in the Appendix of this
report.
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4. INTERCONNECTION NETWORKS REVISITED

Interconnection networks provide physical connections for communications in multiprocessor sys-

tems. Often, for technological and economical reasons, an interconnection network has limited connec-

tivity, and connection paradigms that enhance connectivity need to be developed. The complexities of

hardware and control of the network and the communication efficiency depend on both the topology of

the network and the connection parad;gms.

In multiprocessor systems, a processor may communicate with other processors from time to time,

but not all of the time. In other words, an application program may need a set of connections, but not all

of them will be used at the same time. Therefore, it may be neither feasible, nor efficient to establish all

connections at all times. Instead, establishments of required connections may be interleaved such that

each subset of connections is alternately established for a fixed period of time called a time slot. That is,

the available bandwidth of the interconnection network may be shared among these connections in a time

division multiplexed way. We call this connection paradigm Reconfiguration with Time Division Multi-

plexing (RTDM).

4.1. RTDM IN MULTISTAGE INTERCONNECTION NETWORKS (MINs)

Let the set of the input ports and the set of the output ports of a N xN MIN be I and 0 respectively,

where ! = 0 = { 0, 1 ... , N- }. A path in the MIN between i E I and j E 0 is denoted by pi-j = (i, j)

1 1xO. Define a mapping, M, to be a set of paths that can be established at the same time without

conflicts in the MIN. More specifically,

M = (pi, j I all pi j can be established at the same time without conflicts, where 0 < i, j < N-1 }

Note that, an admissible (or permissible) permutation is a mapping that contains N paths. We will refer to

mappings that contain less than N paths as partial mappings. Since establishment of two paths at the

same time may cause conflicts, not every set of paths is a mapping. We refer to the establishment of all

the paths in a mapping as the realization of the mapping.

Given a mapping, there is a way to set switches in the MIN to realize the mapping. Let m = N be

the number of switches per stage, and let n = logN be the number of stages in the MIN. Define a switch

setting array to be an m xn array, whose i -th element at j -th column corresponds to the i -th switch at j -

th stage in the MIN. Denote the switch setting array of a mapping M by SS (M) and its elements by

SS(M)<i, j> where 1 -<i <m and 1 j <n. The value of an element in SS(M) is "0" or "I" if the

corresponding switch has to be set to "straight" or "cross" to realize mapping M. The value of an element

is 'x" if the corresponding switch can be in any state without affecting the realization of the mapping, in

which case, the mapping must be a partial mapping. Two mappings M 1 and M,. are said to be not com-

patible with each other, if there are some i and j such that the two elements. SS(M )<ij> and

SS(M 2)<i,j>. are either "0" or "I" but not equal. That is, M1 and M2 are not compatible if the
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realization of both mappings at the same time will cause conflicts in switch setting. Otherwise, M1 and

M 2 are said to be compatible with each other, in which case, the two mappings can be merged into one

mapping, namely M = M1 I j M 2.

Input Output
0 0
1 1

2 _ 2
3 3

4 4
5 5

6 67 7

Stage 1 2 3

straight cross

Figure 1. An 8x8 generalized cube network

MINs under consideration in this report are generalized cube networks, which are topologically

equivalent to many blocking MINs. An N xN generalized cube network has n (where N = 2" ) stages of

2 x 2 switches with cube-type connections. Figure 1 shows an example of such a MIN with N = 8 in

which stages are numbered 1 to n = 3 from left to right. Each switch is assumed to have two states :

straight or cross, as shown in the figure. Three switch control strategies are possible for this type of

MINs. Individual switch control assumes one control signal per switch. Individual stage control assumes

one control signal per stage and partial stage control assumes i+l control signals in stage i. In general,

individual switch control is used since it yields more powerful connectivities in a MIN.

Given a set of paths P g I xO. it may not be possible to establish all paths in P at the same time

without conflicts. However. P can be partitioned into several mappings. P = M t UM 2 U_. '." .M.

Each mapping M,, i = 1, 2, ... , t, may be realized for a fixed length of time. which we call a time slot. By

doing so, every path in P is established once in a time slot and P is said to be realized through time-

division multiplexing. Note that. the switch setting arrays for different mappings arc usually different.

Therefore, the MIN has to change its switch setting after each time slot.
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We call a MIN a Time-Division Multiplexed MIN (TDM-MIN) if it repeatedly realizes a sequence of

mappings in a time-division multiplexed way. More specifically, a t-way TDM-MIN changes its switch

setting after each time slot to realize one of t mappings M 1, M 2 ..... M, in a round-robin fashion. Without

loss of generality, we assume that M, is realized during the i -th time slot (1 < i < t). We call the ordered

sequence [M1, M2 .  M, I a configuration of the t-way TDM-MIN and the number of mappings in the

sequence. t, the Multiplexing Cycle Length (MCL) of the configuration. Note that, this definition of

configuration of a MIN is different from the conventional one that defines a configuration of a MIN as a

set of numberings of input and output ports within a given MIN topology.

Once a configuration of a TDM-MIN has been determined, each mapping and its corresponding

switch setting array in each time slot are determined. That is, in each time slot, the output port to which

any given input port is connected is known. So is the state to which any given switch should be set. A

global clock may be used to synchronize all input ports and switches in the MIN at the beginning of each

time slot. Each input port maintains a list of output ports to which it is connected during different time

slots of a multiplexing cycle. More specifically. the k -th entry in the list of source node i is j if pi, j

Mk. Each switch is assumed to have a shift register whose size is no less than the multiplexing cycle

length, t, of a configuration. The sequence of t states that a switch should be set to is stored in the shift

register. The k -th bit of the shift register of the i -Lh switch at stage j is either "0" or "1" if the correspond-

ing element of SS (Mk) is "x". Otherwise. it should be equal to the value of its corresponding element of

SS (Mk).

At the beginning of each time slot, every switch is set to the state speoified by the content of its shift

register. After switches are set properly. an input port can transmit a message to the output port to which

it is connected in this time slot. Note that, if individual stage control is used, only one shift register per

stage is required.

In MIMD environments, a MIN is commonly either circuit-switched or packet-switched or a combi-

nation of both. In circuit-switching, only a limited number of circuits can be established without

conflicts. Dynamically setting up or releasing a circuit involves run time overheads. In packet switching.

having one routing tag for each packet also introduces run time overheads. In addition, switches are more

complex since they need to do buffering and arbitrations based on routing tags of incoming packets.

In a TDM-MIN with multiplexing cycle length t. up to tN different connections can be established.

If a set of connections required by an application is known, a MIN can be set to a TDM configuration stat-

ically. This means that after execution begins, the time slot in which each connection is established is

predetermined and routing decisions are as simple as waiting for the appropriate time slots. As a result.

messages do not have to contain routing information such as destination addresses, nor do they need to be

buffered at any intermediate switch. Overheads due to arbitration and path conflicts in circuit or packet

switchings are eliminated at run time.
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Even in applications that require dynamically changes of connections, the overall communication

pattern is expected to change slowly during execution. Dynamic reconfiguration may affect one or more

mappings but most of the other mappings will remain intact. As a result, overheads due to dynamic estab-

lishments or releases of connections are relatively lower than using circuit switching. In essence, the

RTDM connection paradigm takes advantage of the relative stability of communication patterns to sim-

plify control and to reduce overheads. On the other hand, however, the multiplexing degree in a TDM-

MIN affects the latency of a connection, which must be kept low to achieve high communication

efficiency.

4.2. STATIC RECONFIGURATIONS

4.2.1. Connection Request Graphs

Communication requirements of an application can often be obtained as a result of compile time

analysis. After data allocation and processor assignment are done, memory access patterns or inter-

processor communication patterns can be represented by a bipartite graph, which we call Connection

Request (or CR) graph.

M To000 000

S I b IIb

Figure 2. Examples of Connection Request (CR) Graphes

Figure 2 shows two examples of CR graphs, one for shared memory systems and another for mes-

sage passing systems. Figure 2(a) shows a CR graph based on processor to memory connections. A

directed edge from processor i at the top to memory module j at the bottom means that processor i may

address memory module j. On the other hand, Figure 2(b) shows a CR graph based on inter-processor

connections. A directed edge from a source processor i at the top to a destination processor j at the bot-

tom means that processor i may send messages to processor j. An edge from processor i to itself is

meaningless in CR graphs for interprocessor connections. Note that, due to the dynamic nature of

memory access requests in many applications, it is relatively difficult to construct CR graphs for shared

memory systems.
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A node in a CR graph is called either a source node or a destination node. Let source node i,

05 i < N-1. use input port i of an NxN MIN and let destination node j, 0 <j < N-1. use output port j

of the same MIN. Therefore, an edge from source node i to destination node j in a CR graph requires the

establishment of a path pi j in the MIN. We will use the same notation for a path to denote an edge and

use the terms "edge" and "path" interchangeably.

Denote the set of all edges in the CR graph by E. and the number of edges in the set by I E I. As an

example. the set E in the CR graph in Figure 2(b), with I E I = 12, is given in Eq. 3.1 below.

E = {(O.1). (1.0), (1.3). (2.1).(2.3). (3.2), (4,5), (5,4), (5,6), (6,7), (7,5), (7,6)] (3.1)

Note that, any directed or undirected communication graph can be converted into a corresponding bipar-

tite CR graph. The number of edges going out from a node is called the out-degree of the node and the

number of edges coming into a node is called the in-degree of the node. We will refer the maximum of

the out-degree and the in-degree of a node as the degree of a node.

Given a CR graph. we call a configuration [M ,M ..... M, J a Minimal Connection (or MC)

configuration for the CR graph if it satisfies the following two conditions.

(1). E

(2). for any i, j E ( 1. 2 .... , t , M, and M are not compatible.

The first condition states that any edge (i. j) c E is established in a mapping M, and the second condi-

tion states that any two mappings in the configuration can not be merged together. We call a

configuration for a CR graph optimal if it is an MC configuration for the graph and it has the least multi-

plexing cycle length among all other MC configurations for the same graph. Note that. if t is equal to the

maximum degrees of nodes in a CR graph, then the MC configuration is optimal.

4.2.2. Embeddings of Regular Communication Structures

When the communication structure of an application is regular, finding a configuration for its CR

graph is often called embedding. Note that, the ability to embed regular communication structures

efficiently is important since there are many existing applications designed for them. The multiplexing

cycle length t of a configuration is a measure of the efficiency of the embedding. This measure is, in

some sense, similar to the dilation cost in conventional embeddings. We also define path utilization(PU)

to be the ratio of the number of connections required versus the number of connections that can be esta-

blished in one multiplexing cycle. That is. PU - 1E I
Nt"

Since there are N2 paths between every input port and every output port in a complctly connected

CR graph and at most N paths can be established in each mapping, an MC configuration that embeds a

completely connected network has at least N different mappings. We call a configuration

IM .M .  I such that
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N
Mi =/xO (3.2)

i=1

a completely connected (CC) configuration since every path in a completely connected network is esta-

blished in one of the N mappings of the configuration. Such an embedding is clearly an optimal one with

its multiplexing cycle length t =N and path utilizati'n PU = 1. There are more than one CC

configurations. As one example, define

M.(k)={pi~j I j =(i +k)moa N for i =0, . N-l} (3.3)

and call it a shift-k mapping. Therefore, the configuration [Ms(), M . M.MS(N-1) establishes paths

from any input port to all N output ports and, thus, is a CC configuration. As another example, define

Mf(k) ={pij I j =i xor k for i =u, 1. N-l (3.4)

and call it a flip-k mapping where xor is the bit-wise Exclusive-OR operation. The flip-k mapping can

be realized by individual stage control. Therefore the configuration f Mf (0), Mf(I) .- MfW-1) I is also a

CC configuration. Note that, CC configurations are functionally equivalent in terms of their multiplexing

cycle lengthes and path utilizations. However, the CC configuration with flip-k mappings may be

chosen for the purpose of embedding a completely connected network in the time domain due to its con-

trol simplicity. It is also worth noting that in the case of processor-to-processor interconnection, the iden-

titv mappings, such as M,(o) or Mf (o). that establish no paths other than those from a node to itself can be

deleted from the CC configurations.

Since any CR graph is a subgraph of a completely conrected graph, it can be embedded in a , CC

configuration of a TDM-MIN. This, however, requires an N -way TDM-MIN and thus may be inefficient

in terms cf both the multiplexing cycle length and the path utilization. An alternative is to find an MC

configuration of length t < N which embeds the CR graph. In other words, a t-way TDM-MIN instead

of an N -way TDM-MIN. for some t < N. can be used to increase the embedding efficiency. The smaller

the ratio of - is, the more efficient it is to use such an MC configuration. Table I summarizes embed-N
ding results of several regular communication structures.

4.2.3. Static Reconfigurations Based On Arbitrary CR Graphs

For non-regular CR graphs, an MC configuration can always be obtained by selecting a subset of

mappings from a CC configuration. Such an MC configuration can often improve performance of appli-

cations by reducing the multiplexing cycle length to t time slots, for some t < N. Note that, given a

specific path. there is only one mapping in a CC configuration that establishes that path. The mapping can

usually be determined by either a simple arithmetic operation or a table look-up. For example, if the CC

configuration consists of flip-k mappings. the mapping that will establish the path p, _, is M t lk where

k = i xor j.

8



Structure Nodes MCL Optimal

Ring N 2 yes

Mesh N=mn2  4 yes

Hypercube N=2" n yes

Cube-Connected Cycle N=2" 3 yes

Comilete Binary Tree N=2" -1 4 ?

Table 1. Embedding Regular Structures in TDM-MINs

Given a CR graph containing a set of edges E and a CC configuration [M1, M2.  MN , an MC

configuration that establishes the edges in the CR graph can be found by using the selection algorithm

below. We use the symbol [ l to denote an empty MC configuration with no mappings and the operation

I I to denote the addition of a mapping to an MC configuration.

Selection Algorithm

1. Set initially MC = [ I

2. For each edge p, E E repeat

2. 1. Determine the mapping Mk such that pi .,j Mk

2.2. IfMk 4 MC then MC = MC II Mk

For example. consider the CR graph in Figure 2(b) and the CC configiration consisting Jf flip-k

mappings. The MC configuration selected by the algorithm is [Mf(1), Mf( 2)- Mf(3)1. Since t = 3 and

N = 8. a 3-way rather than an 8-way TDM-MIN may be used for the application to improve the

efficiency. Note that, the maximum number in the set of in-degrees and out-degrees of nodes in the graph

is 2 and, thus, th, configuration may not be optimal. In fact. an optimal MC configuration with t = 2 will

be obtained in the next section.

Probabilistic analysis of the average multiplexing cycle length of MC configurations for random CR

graphs can be carried out as follows. Given a CR graph in which S out of N source nodes are each con-

nected randomly to D out of N destination nodes. define s = '5 and d = -, e probability thatTheN Nan

edge is established in any mapping of a given CC configuration is --. Since edges that go out from the

same source node must he established in different mappings, exactly D mappings are needed to establish

paths from a source node to D destination nodes. Thefelore, after selecting D mappings from the given

9



CC configuration, the probability that any mapping has not been selected is p = 1 - d. Since each source

node randomly selects D mappings independent of others, the probability that a mapping in the CC

configuration remains un-selected after all S source nodes have selected their mappings is P =pS. The

probability that exactly i mappings have been selected for an MC configuration is thus

Prob(i)= [ PN-i (1 P) (3.5)

Therefore, the average (expected) number of mappings selected, that is, the expected multiplexing

cycle length of a MC configuration is

N
tar = ixProb (i) (3.6)

Clearly, ta,,. S. since S is the out-degree of a source node. The percentage of communication load

of an application can be approximatea by the ratio of I E I versus N 2. In the above analysis. the load per-
centage is proportional to sxd. Figure 3 shows calculated values of f- for different system size N under

N

different load conditions assuming s = d. It can be seen that with reasonably small system size and under

low load condition, the selection algorithm can generate an MC configuration that improves over a CC

configuration. Note that, by using the CC configuration with flip-k mappings, the selection algorithm

can be simple and so does the resulting MC configuration because of individual stage control. The time

complexity of the algorithm is linear in the number of connections requested, that is 0( 1 E I).

tav
N4

s =d=l
1.0

0.8

0.6

0.4 s=d5

0.2 s=-d=0.25

1 2 3 4 5 6 7 logN

Figure 3. Percentage of mappings selected

The problem with the selection algorithm is that it restricts itself to the set of' N mappings in a

chosen CC configuration. With individual switch control, however, a total of 2'"" = N N2 mappings

(excluding partial mappings) are possible in the MIN. Given a CR graph with a set of edges E, a MC

configuration can be obtained by composing mappings based on the set E. which may be different from

10



any mapping in a chosen CC configuration. More specifically. assuming individual switch control, the

following composition algorithm composes each mapping in a greedy fashion. That is, starting with an

empty set of paths. a mapping is composed by including as many required paths as possible provided that

they do no conflict.

The Composition Algorithm

Set MC = [ ] and k = 1. Repeat until E is empty

1. Reset mapping Mk = 0 and all elements of SS (Mk) to "X"

2. For each edge Pi j E E

If {pi j } is compatible with Mk

2. 1. Mk = Mk .,j{p, ) and update SS (Mk) accordingly

2.2. delete p, j from the set E.

3. MC=MC II M, andk =k + I

For example, an MC configuration that is composed by the algorithm for the CR graph in Figure

2(b) is [MI, M 21. For easy verifications by the readers, we will show each mapping in the MC

configuration with its corresponding switch setting array in Eq. 3.7.

M = ((0,1). (1,0), (2,3), (3,2), (4,5), (5,4), (6,7), (7,6))

M 2 = [(1,3), (2,1), (5,6). (7-5)} (3.7a)

Their switching setting arrays are respectively:

SS (M1) =SS (M2) = I (3.7b)

In this example, the MC configuration composed by the algorithm is optimal with t = 2, which

improves over the MC configuration generated by the selection algorithm. Simulations have been done to

determine the average multiplexing cycle length of MC configurations composed by the composition

algorithm. A random number generator is used to generate D distinct destination nodes tor each of the S

source nodes. Figure 4 shows simulation results of t, for different system sizes under different load con-

ditions where s = S is equal to d = D. It can be seen that under low or medium load conditions. theN N

composition algorithm improves over the selection algorithm as expected. However, when the load is

extremely high, the multiplexing cycle length of an MC configuration could exceed N. That is.

configurations under high load condition using this algorithm may be worse than simply using a CC

configuration. Note that, t does not vary much with the system size N. Figure 5 shows simulation

results for a system with N = 32 with various s and d. Given that it takes Ol(ogN) time to compute

switch settings for a path, the composition algorithm has the time complexity of 0 ( I E 1 loN).
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Figure 4. Percentage of mappings composed
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Figure 5. Different load conditions when N = 32

It is desirable, not only to do better than the selection algorithm under low or medium load condi-

tions, but also to bound the multiplexing cycle length of any MC configuration by N under high load con-

ditions. One way is to use the selection algorithm first to determine a set of up to N flip -k mappings
needed. Then each mapping is examined to see if it can be deleted from the configuration by migrating
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paths established in it to other mappings in the configuration. Given a CR graph with a set E, we can use

the following merge algorithm to achieve the above objective.

The Merge Algorithm

1. Run the selection algorithm to determine an MC configuration.

2. For each mapping Mk E MC, repeat step 3

3. If every pi --.,j r Mk is such that (pi j } is compatible with a M, currently in MC where I * k

3.1. For every Pi j E Mk

M, = M, U {Pi -j } if ( pi j } is compatible with Mt

3.2 Remove Mk from MC

Simulations have been done under similar assumptions to those used for the composition algorithm.

Figure 6 shows the results of the merge algorithm for a system with N = 32. It can be seen that the merge

algorithm performs as good as the composition algorithm under low or medium load conditions and con-

verges to the selection algorithm under high load conditions. The complexity of this algorithm can be

shown to be 0 (N I E 12 logN).

t ay---N-,

1.0 d=l

0.8 d=0.75

0.6 d=0.5

0.4 d=0.25

0.2

0.25 0.5 0.75 1 S

Figure 6. Performance of the merge algorithm

4.3. DYNAMIC RECONFIGURATIONS

Static reconfigurations work well if all paths are required to be established from the beginning to the

end of executions of an application. For applications such as those in telecommunication, connection

requests are usually generated at run time. Even if a CR graph that contains all edges needed during the

execution can be constructed at compile time, it may be inefficient to perform static reconfigurations

based on such graph since some paths are used only for a certain duration of time and are wasted for the
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remaining time during execution. It is possible to achieve more efficient communication in such an appli-

cation by reconfiguring a TDM-MIN dynamically based on run time requests. This means, mappings

realized in a time slot may be different from time to time. We call such reconfigurations dynamic

recotnigurations.

4.3.1. Centralized Reconfigurations

Run time requests may include requests for establishing new paths and releasing existing ones.

Dynamic reconfigurations can be done incrementally based on an existing configuration. If a request is to

establish a path pi _,j. the current configuration is examined to find a mapping Mk that is compatible with

(Pi j }. If successful, path pi --,j is added to mapping Mk by updating SS (Mk). In the array, only elements

that correspond to switches along the new path and have value of "" are updated to either "0" or "1".

Consequently, the k -th bit of each shift register of those switches whose corresponding elements have

changed values may need to be updated. The source node i also sets its k -th entry in the list of output

ports to j. At this time, reconfiguration based on the request is completed.

If. however, the current configuration does not contain any mapping that is compatible with 1p, _j ,

a new mapping that establishes pij can be added to the configuration. This requires that all source

nodes be informed of the additional time slot in the multiplexing cycle. Shift registers of all switches

have to be updated accordingly. Before adding the new mapping, one can migrate existing paths in a

mapping into other mappings so that it may become compatible with {pi -j . This way. the new mapping

may be avoided. Note that there are tradeoffs between overheads of migrating paths and overheads of

adding a new mapping.

If a run time request is to release a path. the mapping that currently establishes the path may be

deleted if all remaining paths in the mapping can be migrated into other mappings in the configuration.

Such explicit release requests may not be necessary if replacement algorithms or garbage collection algo-

rithms are used by the central controller based on the usage of existing connections. All these involves

tradeoffs. Note that, dynamic reconfiguration can also be done by buffering run time requests and period-

ically executing a static reconfiguration algorithm. At each selected instance, a snapshot of the CR graph

is constructed based on all current paths that need to be established.

4.3.2. Distributed Reconfiguration

Assume that nodes connected to a MIN has distributed control but global synchronization is still

applicable. In this case, the multiplexing cycle should always consist of a fixed number, k, of time slots.

This is because each node will not be aware of either increment or decrement of the number of time slots

in the multiplexing cycle (in a timely way) without being informed by a centralized control mechanism.
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Each source node that wants to establish a path reserves a time slot in which the path may be esta-

blished by routing a reservation packet to the destination on the path. These reservation packets use links

and switches, called reservation links and reservation switches respectively, separate from those used by

data packets. Note that the separation can be either logical or physical. An example of logical separation

could be a MIN with links and switched used by reservation packets and data packets in a time-

multiplexed way. In the tollowing discussion, terms "link" and "switches" are used to refer to reservation

links and reservation switches respectively.

Let an input port of a switch s be denoted by I (s) and let an output port of the switch be denoted by

r (s). Let a path be represented by a sequence of n = logN pairs of left and right ports of switches at

each stage. That is, pi-, can be represented by (<l(s1). r(s1)>, <l(S2), r(s 2) ... , <l(s,), r(s, )>). Note

that, this implies that r(s, ) is connected to l(s, j). Let every output port r(X) maintain a set of time slots

that is not used by any paths. Denote that set by AVAL (r(X )). Assume that each source node also main-

tains an AVAL(I(Y)) list for an input port I(Y) to which it is connected. Let "lock" and "unlock" be

mutual exclusive operations on a switch port. Only the reservation packet that can successfully "lock" the

port can update its AVAL list while other reservation packets are buffered at the switch until the port is
"unlocked". When the TDM-MIN system is started, all ports are unlocked and for any port Z.

AVAL(Z)= {1,2 .... k}.

Each reservation packet maintains a set of time slots that are available for possibly establishing the

corresponding path. Denote by AVAL (R) the set of available time slots maintained by a reservation

packet R. When a reservation packet R is generated. its AVAL (R) is set to AVAL (I (s 1)). As a reservation

packet goes through each switch, it locks the corresponding ports and updates its own AVAL (R) to the set

of time slots that are available at all switch ports visited so far. If the reservation packet reaches the desti-

nation, it chooses a time slot. namely ts E AVAL (R). and returns to the source along the same path in

reverse order. As it passes each switch, it deletes the ts from the AVAL lists of each port visited and

unlocks these ports. At the same time, the ts -th bit of the shift register of the switch is loaded with a

proper state. When it comes back to the source node, the destination to which it is sent to is recorded in

the rs-th entry of the list of output ports by the source node.

Before the control packet reaches its destination, if AVAL (R) would become empty at a switch, the

reservation packet may be blocked. Two strategies similar to "holding" and "dropping" in circuit switch-

ing can be used when a packet is blocked. If holding is used. the packet stays in the buffer of the switch.

An advantage is that whenever some paths using the same switch port are released, the reservation packet

can continue its routing without repeating from the source up to that switch. However, a disadvantage is

that switch ports that have been locked by the packet can not be used by other reservation packets while

the packet is blocked. An alternative is to use dropping, in which the reservation packet reverses its way,

unlocking switch ports and undoing changes to AVAL sets of switches. The source node may queue the

packet and try to send the packet again after a random interval. Note that. a combination of these two
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strategies, which drops a packet aiter holding it for a certain period, can also be used.

If a source node wants to release a path. it sends a cancellation packet R with AVAL (R ) containing

the time slot in which the path is established. The cancellation packet can add the time slot in AVAL (R)

into AVAL sets of every switch ports visited on the way to its destination. Assume that dropping is used,

then the following algorithm may be executed distributively when establishing and releasing a path.

The Distributed Algorithm (with dropping)

Establish( (<I(s 1), r(s )>, <I(s2), r(si) ..... (s, ), r(s )>)

1. The source node connected to i(s1 ) generates a reservation packet R with

AVAL (R) = AVAL (/ (s 1))

2. For i = I to i do

2.1. Lock port r (s ), AVAL (R) = AVAL (R) ("n AVAL (r (s,))

2.2. If AVAL(R) =0 then

2.2. 1. For j = i downto I do unlock port r(s,)

2.2.2. The source node realizes the path is not established

2.2.3. Exit this procedure

3. Choose a time slot Is E AVAL (R)

4. Fori =n downto I do

4.1 AVAL (r (s, )) = A VAL (r(s )) - [ts) and unlock port r (s,).

5 AVALU(s0))=AVAL((s))-{ts).

Release( (<I(st), r(s i)>, <l(s2), r(s:).<l(s,), r(sn)>) )

I. The source node connected to I(s 1) generates a cancellation packet R with AVAL (R) = [s}

2. For i = I to n do

2.1. Lock port r(s, ),AVAL(r(s,))=AVAL(r (s,)) Uj [ts). Unlock port r(s,)

3. AVAL(s))=AVAL(I(si)) U.) [ts}

Note that, when the queue containing unsent packets is not empty. a source node may periodically

execute the procedure Establishol from step 2. An algorithm with holding can be similarly writtei, so

does an algorithm with the combination of holding and dropping.
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4.4. SUMMARY

To summarize, reconfiguration with TDM is a connection paradigm that can be applied to mul-

tiprocessor systems using multistage interconnection networks. It provides more architectural flexibilities

and could achieve potentially higher communication bandwidthes than conventional switching methods.

It is especially promising for optical interconnection networks because, first, high optical communication

bandwidths make time-division multiplexing feasible and more attractive: Important properties of optical

signal propagation, nanely unidirectional propagation and predictable path delay, enable pipelined

transmissions over optical waveguides. The way in which switches are set in TDM-MIN can further sim-

plify pipelinings between stages. Second. partitioning connection requests and establishing subsets in a

time division multiplexed way can simplify controls and eliminate the needs for message relaying, optical

delay loops (optical time-slot interchangings) and costly conversions between optical and electronic sig-

nals. As a result, current photonic switching technology, can be readily adopted for TDM-MINs imple-

mentations.
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Consultant, 1984-1987: Viewlogic Systems Inc. Developed VLSI design and simulation software.

Consultant, 1982-1983: Digital Equipment Corporation. Consulted for the VLSI Advanced Architectures

Group on silicon compilers. simulation, and parallel processing issues.

Engineer, Summer 1982: DEC. One of the team which developed the "Silicon Synthesis Project". a VLSI
design tool.

Co-founder. 1980-1983: Humanistic Computing Systems, consultants in the development of user-friendly
software.

Teaching Assistant/Lecturer. 1978-1982: Department of Computer and Information Science (COINS).
University of Vassachusetts. Amherst.

Senior Systems Engineer. 1972-1977: Xylogic Systems [nc. Designed serial, parallel and D.MA interfaces
for minicomputer based text. processing systems used in newspaper production. I trained and supervised in)
house test and field service personnel. Largest project was a multi-computer, dual-chain disk cowrroller.

Test Technician, 1972: ARP Inc. Tested and repaired music synthesizers. and trained repair persoinel.
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PUBLICATIONS

Refereed Journal Publications:

1. "SPAR: A Schematic Place and Route System"; Stephen T. Frezza and Steven P. Levitan;
(submitted) IEEE Transactions on Computer Aided Design of Integrated Circuits.

2. "A Systems Theoretic Approach to the Functional Characterization of the Hippocampal Formation";
R.J. Sclabassi, D.N. Krieger, German Barrionuevo, S.P. Levitan, T.W. Berger; (submitted) Annals of
Biomedical Engineering, 1991.

3. "Optical Multicasting in Linear Arrays"; Chunming Qiao, R.G. Melhem, S.P. Levitan and D.M.
Chiarulli,(in press) International Journal on Optical Computing.

4. "An All Optical Addressing Circuit: Experimental Results and Scalability Analysis"; Donald M.
Chiarulli, Robert M. Ditmore, Steven P. Levitan, and Rami G. Melhem;IEEE Journal of Lightwave
Technology, Vol. 9, No. 12, pp. 1717-1725, 1991.

5. -Pipelined Communications In Optically Interconnected Arrays"; Z. Guo, R.G. Melhem, R.W. Hall,
D.M. Chiarulli, and S.P. Levitan; Journal of Parallel and Distributed Computing, Vol. 12, No. 3. pp.
269-282, 1991.

6. "An Interactive Toolset for Characterizing Complex Neural Systems"; D.N. Krieger, T.W. Berger,
S.P. Levitan, and R.J. Sclabassi; Computers and Mathematics, Vol. 20, Mathematical Models in
Medicine, No.4-6, pp. 231-246, 1990.

7. "Coincident Pulse Techniques for Multiprocessor Interconnection Structures"; S.P. Levitan, D.M.
Chiarulli, R.G. Melhem; Applied Optics; Vol. 29, No. 14, pp. 2024-2033, May, 1990.

8. "Optical Bus Control for Distributed Multiprocessors"; D.M. Chiarulli, S.P. Levitan, R.G. Melhem;
Journal of Parallel and Distributed Computing; Vol. 10, No. 1, pp. 45-54, 1990.

9. "Space Multiplexing of Optical Waveguides in a Distributed Multiprocessor"; R.G. Melhem, D.A.
Chiarulli and S.P. Levitan; The Computer Journal, British Computer Society, Vol. 32, No. 4, pp.
362-369. 1989.

10. "The Image Understanding Architecture"; C. C. Weems, S. P. Levitan. A. R. Hanson, E. M. Riseman.
J. G. Nash, D. B. Shu; International Journal of Computer Vision Vol. 2. pp. 251-282 (1989).

11. "Using Coincident Optical Pulses for Parallel Memory Addressing"; D. Chiarulli, R. Melhem,
S. Levitan; Computer Vol. 20, No. 12, pp. 48-57. December, 1987.

Chapters in Edited Books:

1. "Nonlinear Systems Analysis of Network Properties of the Hippocampal Formation"; T.W. Berger.
G. Barrionuevo, S.P. Levitan. D.N. Krieger, and R.J. Sclabassi; pp. 283-352; Learning and
Computational Neurosczence: Foundations of 4daptive Networks. M. Gabriel and J. W. Moore
(Eds.), M.I.T. Press, 1990.

2. "Theoretical Decomposition of Ne'uronal Networks"; R.J. Sclabassi, D.N. Krieger. J. Solomon, J.
Samosky, S.P. Levitan, and T.W. Berger: (in) ,4dvanced Methods of Physiological Systen Modeing.
Vol. 2, V.Z. Marmarelis (Ed.), pp. 129-146, Plenum Press, New York, 1989.

:1. "Using VHDL as a Language for Synthesis of CMOS VLSI Circuits"; S.P. Levitan, A.R. Martello.
R.M. Owens. M.J. Itwin: (in) Computer Hardware Description Lanquages and their .Applicatzons J.A.
Darringer and F. J. Ramming, Eds.; Elsevier, Amsterdam. 1989: pp. 331-3,16 IFIP W(; 10.2, 9th
Intl. Symp. on ('omputer Hardware Description Languages: Wa-shington D.C., June. 1989.

1. "The I'Mass Image I'nderstanding Architecture": St even P. Levitan. ('harles ('. Weems. Alletn i.
Hanson and Edward M. H isenian: (in) Parallel (Coipiitr V.sion. Leonard I'lir (Ed.). Acadeniic
Press. New York, 1987. pp. 215-218.



Steven P. Levitan Curriculum Vitae Page 31

5. "Measuring Communication Structures in Parallel Architectures and Algorithms"; Steven P. Levitan
(in) The Characteristics of Parallel Algorithms; L. Jamieson, D. Gannon, and R. Douglass (Eds.),
Cambridge, MA; MIT Press, 1987; pp. 101-137.

6. "Signal to Symbols: Unblocking the Vision Communications/Control Bottleneck"; Steven P. Levitan,
Charles C. Weems, Edward M. Riseman; (in) VLSI Signal Processing (proceedings of the 1984 IEEE
Workshop on VLSI Signal Processing at University of Southern California, Los Angeles. CA;
November 27-29, 1984); IEEE Press; New York, NY; 1984; pp. 411-420.

7. "A Content Addressable Array Parallel Processor and Some Applications"; Charles C. Weems,
Steven P. Levitan, Daryl T. Lawton, and Caxton C. Foster; (in) Image Understanding, Proceedings
of the DARPA Workshop, Arlington, Virginia; June 23, 1983; Science Applications, Inc. Report
Number SAI-84-176-WA.

Refereed Conference Proceedings:

1. "Efficient Channel Allocation for Routing in Optically Interconnected Mulitprocessor Systems";
C. Qiao, R. Melhem, D. M. Chiarulli, S. P. Levitan; SPIE Symposium on OE/Aerospace
Sensing'92, Conf. on Advances in Optical Information Procesing V; Orlando, Fl.: 1704-25;
April 20-24, 1992.

2. "Temporal Specification Verification via Causal Reasoning": A. R. Martello, S. P. Levitan: Tau'92:
ACM International Workshop on Timing Issues in the Specification and Synthesis of
Digital Systems; Princeton, New Jersey; March 18-20, 1992.

:3. "Architectural Synthesis via VIIDL"; S.P. Levitan, B. Pangrle, Y.W.llsieh; Third Physical Design
Workshop; Nemacolin Woodlands, PA, May 20-23, 1991.

4. "Multicasting in optical bus connected processors using coincident pulse techniques": Chunming
Qiao, R. Melhem, D. Chiarulli and S. Levitan; International Conference on Parallel
Processing; (poster); St. Charles, IL, August 20-23, 1991.

5. "Demonstration of an All Optical Addressing Circuit"; D. Chiarulli, S. Levitan, R. Melheni: Optical
Society of America Topical Meeting on Optical Computing; Technical Digest Vol. 6, TuC3-1,
pp.2 3 5-238: Salt Lake City, UT, March 4-6, 1991.

6. "Self Routing Interconnection Structures Using Coincident Pulse Techniques": D. Chiarulli, S.
Levitan, R. Melhem; SPIE OE/Boston'90, 1390-25, S4, pp. 403-414; November .1-9, 1990.

7. "Pipelined Communications on Optical Busses": Z. Guo, R. Melhem, R. Hall, D. Chiarulli. S.
Levitan: SPIE OE/Boston'90, 1390-26, S4, pp. 415-426: November 4-9, 1990.

8. "The Identification of Hippocampal Network Function": R.J. Sclabassi. D.N. Krieger, G.iBarrionuevo.
S.P. Levitan, and T.W. Berger: Proceedings of the IEEE Annual International Conference
of Engineering in Medicine and Biology Society Vol. 12, No. 4, pp.1886-1888: Philadelphia.
October. 1990.

9. "A Fault Tolerant Design of the Generalized Cube Network"; T.D Ilan. D.A. Carlson. and S.T
Levitan: Proceedings of the ISMM International Conference on Parallel and Distrihute(d
Computing. and Systems: pp. 160-165: October 10-12. New York: R.A. Animar, Editor: Acta
Press, 1990.

10. "Array Processors with Pipelined Optical Busses": Z. Guo, R. Melhemn, R. Ilall, D Chiarulli. S
Levitan: IEEE Frontiers'90: 3rd Symposium on the Frontiers of Massively Parallel
Computation: pp. 333-3,12; University of Maryland, College Park. MD, October 8-10, 1990.

11. "Causal Timing Verification": A. R. \Martello. S. P Levitan: Taui90: ACM International
Workshop on Timing Issues in the Specification and Synthesis of Digital Systems:
Vancouver, BC: August 15-17. 1990.
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12. "Timing Verification Using HDTV"; A. R. Martello, S. P. Levitan, D. M. Chiarulli; Proceedings of
the 27th Design Automation Conference, pp. 118-123; June 1990.

13. "Modeling of Neuronal Networks Through Decomposition"; R.J. Sclabassi, J. Samosky, D.N. Krieger,
J. Solomon, S.P. Levitan, and T.W. Berger; International Joint Conference on Neural
Networks; pp. 1773-1780; Washington, D.C. June 1989.

14. "A VLSI CAD System for VHDL"; S. P. Levitan, R. M. Owens, M. J. Irwin; Colorado
Microelectronics Conference; pp. 1-8; Antlers Hotel, Colorado Springs, CO March 30-31, 1989.

15. "An Input/Output Model of the Hippocampal Formation"; Robert J. Sclabassi, Don Krieger.
Jacqueline Solomon, Steven P. Levitan, German Barrionuevo, Theodore Berger; Society for
Neuroscience Abstracts; 14th Annual Meeting of the Society for Neuroscience; Vol. 14, p. 247-
Toronto, November 13-18th 1988.

16. "An External Network Model of the Hippocampal Formation"; Robert J. Sclabassi, Don Krieger,
Jacqueline Solomon, Steven P. Levitan, German Barrionuevo. Theodore Berger; International
Neural Network Society Abstracts, Neural Networks (Supplement) Conference Proceedings:
Boston, MA; September, 1988; vol. 1, p. 273.

17. "A Neurophysiologic Neural Network Model"; Don Krieger, Jacqueline Solomon, Steven Levitan,
Theodore Berger, German Barrionuevo, Robert Sclabassi; 19th Annual Pittsburgh Conference
on Modeling and Simulation; May 5-6, 1988; vol. 19, pp. 2397-2401.

18 "An Easily Reconfigurable, Circuit Switched Connection Network"; Deepak Rana, Charles C Weems.
and Steven P. Levitan: IEEE International Symposium on Circuits and Systems; Helsinki
University of Technology; Espoo, Finland; June 7-9, 1988.

19 "Teaching Computer Architecture as Engineering Design with VLSI"; S. P. Levitan and J. T. Cain:
21st Annual Hawaiian International Conference on Systems Sciences (1IICSS): pp. 85-90:
Kona, HI, January .5-8, 1988.

20. "VLSI Design of High-Speed, Low-Area Addition Circuitry"; Tack-Don Han, David A. Carlson and
Steven P. Levitan: IEEE Intl. Conference on Computer Design (ICCD); pp. 418-422: Port
Chester, NY, October 5-8, 1987.

21. "'The Image Understanding Architecture"; Charles C. Weems, Steven P. Levitan. Allen R. lanson
and Edward M. Riseman: Proceedings of the DARPA Image Understanding Workshop. pp.
483-496; Los Angeles, CA; February, 1987;

22. "A Testable, Asynchronous Systolic Array Implementation of an IIR Filter"; Deepak Rana, Steven P.
Levitan, David A. Carlson and Charles E. Hutchinson; Custom Integrated Circuits Conf.: pp.
90-93: Rochester. NY, May 12-15 1986.

23. "'Evaluation Criteria for Communication Structures in Parallel Architectures"; Steven P. Levitan:
1985 International Conference on Parallel Processing; St. Charles. 11. August 20-23, 1985.

24. "'Iconic to Symbolic Processing Using a Content Addressable Arra Parallel Processor"; D. Latoin.
S. Levitan, C. Weems, E. Riseman. A. Hanson, NI. Callahan: Proceedings, SPIE Int. Soc. Opt.
Engr.. Vol. 504 pp. 92-111 (1981) (Applications of Digital Image Processing VII, San Diego. CA.
August 12-24, 1984).

25. "Iconic and Symbolic Processing Using a Content Addressable Array Parallel Processor" C. \Wems.
D. Lawton, S. Levitan. E. Riseman. A. ilanson: Proceedings of the IEEE Computer Society
Conf. on Computer Vision and Pattern Recognition; pp. 598-607: San Francisco, ('A: .lime
19-29. 1985.

26. "Parallel Processing of Iconic to Symbolic Transformation of Images" D. 1. Moldovan, ('. I. Wu. .1.
G. Na sh, S P. Levitan. C. Weerns. Proceedings of the IEEE Computer Society Conf. on
Computer Vision and Pattern Recognition: pp. 257-264: San Francisco, CA. June 19-29. 1915.
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27. "Iconic to Symbolic Processing Using the Content Addressable Array Parallel Processor"; Daryl T.
Lawton, Steven P. Levitan, Charles C. Weems, Edward M. Riseman, and Allen R. Hanson;
Proceedings of the 1984 Fall Image Understanding Workshop; New Orleans, LA, October,
1984.

28. "Development and Construction of a Content Addressable Array Parallel Processor for
Knowledge-Based Image Interpretation"; Charles C. Weems, Steven P. Levitan, Caxton C. Foster,
Edward M. Riseman, Daryl T. Lawton, and Allen R. Hanson; Workshop on Algorithm-Guided
Parallel Architectures for Automatic Target Recognition; Leesburg, VA; July 16-18, 1984.

29. "Titanic: A VLSI Based Content Addressable Parallel Array Processor"; Charles C. Weems, Steven
P. Levitan, and Caxton C. Foster; International Conference on Computer Circuits, New York.
NY, September 29 - October 1, 1982.

30. "Algorithms for a Broadcast Protocol Multiprocessor"; Steven P. Levitan, 3rd International
Conference on Distributed Computing Systems, Miami/Ft. Lauderdale, FL, October 18-22.
1982.

31. "Finding an Extremum in a Network"; Steven P. Levitan and Caxton C. Foster, 9th Annual
International Symposium on Computer Architecture, Austin, TX, April 26-29, 1982.

32. "Real-Time LISP Using Content Addressable Memory"; Jeffrey G. Bonar and Steven P. Levitan:
1981 International Conference on Parallel Processing, Bellaire, MI, August 25-28, 1981.

Technical Reports and Popular Journals:

1. "Fifth Semi-Annual Keystone Research Group Meeting May 3, 1991" M. J. Irwin, R. M. Owens,
B. M. Pangrle, S. P. Levitan, D. M. Chiarulli, and D. E. Setliff: Department of Computer Science,
The Pennsylvania State University, CS-91-13 June, 1991.

2. "A VHDL Design Environment": A.R. Martello and S.P. Levitan: SIGDA Newsletter, Vol. 20. No. 3,
pp. 52-67; December, 1990.

:3. "Fourth Semi-Annual Keystone Research Group Meeting November 19. 1990" S. P. Levitan,
D. M. Chiarulli, D. E. Setliff, M. J. Irwin. R. M. Owens. and B. M. Pangrle: Department of Electrical
Engineering, University of Pittsburgh TR-CE-90-002

.4. "The Keystone Design Environment: Philosophy and Methodology"; S.P. Levitan, D.E. Setlift D.M.
Chiarulli, M.J. Irwin. R.M. Owens, and B.Pangrle: TR-CE-91-001, Electrical Engineering, I'niversitv
of Pittsburgh, November. 1990.

5. "Selected Topics in Architecture, Logic and Physical Synthesis": M.J. Irwin, R.M. Owens. and S.P.
Levitan, TR-CE-88-004. Electrical Engineering, University of Pittsburgh, November, 1988.

6. "Sced: An Icon Based Schematic Editor": John P. Elliott and Steven P. Levitan: PICA Laboratory
Technical Report TR-('E-88-001, Electrical Engineering, University of Pittsburgh. ,July, 1988.

7. "'Asynchronous Control of Optical Busses in Closely Coupled Distributed Systems" Donald M.
Chiarulli. Ranii Melhem , Steven P Levitan: Technical Report 88-2, Department of ('omput er
Science, U'niversity of Pittsburgh, 1988.

8 The lmage F'nderstanding Architecture" : C. '. Weens, S. P. Levitan, A. R. Hanson, E. M. Riseman
J (;. Nash. D. B. Shi: ('GOINS Technical Report 87-76: Iniversity of MLssachusetts at Amherst: 1987

9 Parallel .llqorithrrs and .4rchztcturrh.: .4 Programyner's Persprcthrt.. Stehen P. Levitan: 'OINS
Technical Report 8-11: I' niversitv of Mssachiiselts at Ainherst: May 1981.

I) 'APP-L-ISP" (produict review): . eftrey C IGonar ard Steven P. l19vir a.) VI'!.',J1 ,e I9S2.

11 "I'hree Microcomputer lISl)s"(prolurt review), Stven P Levitan inid .. 'Ifrv (. Bionar IY J:J.

August 19)S1
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12. "The Super-Kim Project: A 6502 Microcomputer System for the Real-Time Laboratory"; Steven P.
Levitan, COINS Technical Report. July 1979.

13. "CAMEOS: a Content Addressable Memory Enhanced Operating System"; Steven P. Levitan and
Caxton C. Foster, COINS Technical Report. March 1978.

Invited Presentations and Workshops:

1. "Optical MIMD Architectures"; AFOSR Workshop on Reconfigurable Optical Interconnects:
Boulder, CO, March, 1992.

2. "Panel on the Future of Optics in Computing"; Supercomputing '91, Albuquerque, NM,
November, 1991 (Panel Chair).

3. "Keystone: A VHDL Simulation and Synthesis Environment for VLSI Design"; IBM Thomas J.
Watson Research Center Hawthorne, NY, October, 1991.

4. "Optical Interconnection Structures For Multiprocessor Applications"; University of Pittsburgh,
Department of Electrical Engineering, January, 1991.

5. "Using Keystone for Verification and Synthesis"; Viewlogic Systems, Marlboro, MA, September,
1990.

6. "Timing Verification of Digital Interfaces"; Carnegie Mellon University, Department of Electrical
and Computer Engineering, May, 1990.

7. "Optical Parallel Processing"; Workshop on Optical Neural Networks, Jackson Hole, WY.
February, 1990.

8. "Addressing and Control in Optical Interconnection Networks for Hybrid Multiprocessors".
University of Colorado at Boulder, Optoelectronic Computing Systems Center, Boulder. CO.
February, 1990.

9. "The Keystone Silicon Synthesis Project"; Viewlogic Systems, Marlboro, MA January, 1990.

10. "Silicon Synthesis: A VHDL Approach"; IEEE Student Chapter, Pennsylvania State University.
November, 1989.

11. "Experiences Using VHDL in the Classroom"; VHDL Users Group Meeting. Sheraton Hotel.
Redondo Beach, CAOctober, 1989.

12. "Synthesis of CMOS Structures from VHDL": VHDL Methods Workshop, University of Virginia,
Charlottesville, VA; August, 1989.

13. "VLSI Curriculum: CAD for VLSI". VLSI Education Conference & Exposition, Santa Clara,
CA. July. 1989. pp. 181-182.

14. 'From VHDL to Layout": VHDL Users Group Meeting. Sheraton Hotel, Redondo Beach. ('A,
October, 1988.

15. 'An Integrated Capture and Simulation Tool for Digital Designs": Penn State University.
September, 1988.

16. "Architectures and VLSI"; Workshop on Special Computer Architectures for Robotics.
International Conference on Robotics and Automation, Philadelphia. April, 1988.

17. NSF/MOSIS Undergraduate Education Workshop. NSF. November. 1987.

18. "Parallel Algorithms and Architectures. A Programmers P'rspective". Taxonomy of Parallel
Algorithms Workshop. Los Alamos National Laboratory, Sata Fe. New Mexico. November, 1983

19. "Topics In ('oriput'r Archit,,ctur,, Smith College. Fbriary. 19, 3.
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Patents

An Optical Selector Switch, (with R. Melhem, and D. Chiarulli), Approved September 1988, Number
4,883,334.

GRANTS

Current.

National Science Foundation, 5/92-5/95, "A Research Experiences for Undergraduates Site: Training
Students to Model Polymer Behavior Through Computer Simulations"; $150,000 (CI) with A.C.
Balazs (PI), and R.L. Pinkus.

National Science Foundation, 1/92-12/94, "Temporal Specification Verification"; $218,292 (PI).

GUIdance Technologies, 1/92-1/93, "Unrestricted Gift"; $17,929.

Association for Computing Machinery - SIGDA, 12/92-6/93, ACM/SIGDA "Creation of a SICDA
Internet Server"; $23,834 (PI).

National Science Foundation, 7/91-7/93, "Distribution of VLSI Design Software for Fducation and
Research"; $97,618 (PI) MIP-9101656.

Association for Computing Machinery - SIGDA. 11/90-6/93, ACM/SIGDA "Equipment Support
for Design Automation University Booth 1991-1993"; $20,000 (PI).

National Institute of Mental Health (ADAMHA), 4/90-3/93 "Contribution of PCP and NMDA
Receptors to Network Properties of the Hippocampal Formation"; $600,000 ($44,915 to Electrical
Engineering to date) (CI) with T. W. Berger(PI), R. J. Sclabassi(Cl), G, Barrionuevo, D. N. Krieger.
Program 1, part of $2,270,700 Behavioral Neuroscience and Schizophrenia grant under Edward M.
Stricker (PI); MH45156-01AI.

Air Force Office of Scientific Research, 7/89-7/92, "Coincident Pulse Techniques for Hybrid
Electronic/Optical Computer Systems": $479,511 ($108,562 to Electrical Engineering to date)
(CO-PI) with D.M. Chiarulli, R. Melhem; AFOSR-89-0469.

National Science Foundation, 10/87-6/89 "Application to Use DARPA/NSF Service (MOSIS) for
Fabrication of Prototype Quantities of Custom Integrated Circuits to Support Education"; $15,200.
Renewed 6/89-9/90 $14,900, Renewed 9/90-9/91 $5,940, Additional funding 1/91 $6,000, Renewed
10/91-9/92 $6,525 (PI).

Office of Naval Research, 6/87-5/90 "Changes in Neuronal Network Properties Induced by Learning
and Synaptic Plasticity: A Nonlinear Systems Approach"; $394.591 ((('I) with T.W. Berger(PI), R.,J.
Sclabassi, G. Barrionuevo, D.N. Krieger). Supplement: 6/90-5/91 $137,352: ($8,741 to Electrica',
Engineering to date) N00014-87-K-0472.

Completed:

Air Force Office of Scientific Research. 10/88-9/91, "A System Theoretic Investigation of Neuronal
Network Properties of the Hippocampal Formation": $476,681 ($,16.764 to Electrical Engineering to
date) (CI) with T.V. Berger(PI), R.J. Sclabassi, G. Barrionuevo. D.N. Krieger; AFOSR-890197.

National Science Foundation, 5/91-7//91, "A Research Experiences for Undergraduates Site:
Training Students to Use Computer Simulations as Research Tools": $42,000 ((I) with A.'. Halazs
(PI), and J.F. Patzer.

Viewlogic Systems. Inc., 6/91. "Software grant: \Vorkview 750 -ystem with 7,100 simulation
models" ,$ 13,000 (value) (P1).

The Ben Franklin Technology Center of Western Pennsylvania, 1/91-!)/91. 'Unix Graphic User
Interface Development System": $1 17,731 ($31,632 to Electrical Engineering) (('O-PI) with I.
Bonar. (;idance Technologies.
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National Science Foundation, 5/88-11/90, "Instrumentation and Laboratory Improvement: Real
Time Signal Processing Laboratory for Undergraduate Instruction"; $68,435 (CI) with L.F. Chaparro
(PI), F.W. Kamen, S. Park; ZNG-8852496.

National Science Foundation, 5/89-4/90, "Optical Technology for Network Based Multiprocessors";
$49,983 (CO-PI) with D. Chiarulli, R. Melhem; MIP-8901053.

Air Force Office of Scientific Research, 7/88-7/89, "Parallel Memory Using Coincident Optical
Pulses"; $50,132 (CO-PI) with D. Chiarulli, R. Melhem; AFOSR-88-0198.

National Science Foundation, 1/88-1/89, "CISE Instrumentation: A VLSI Design and Test Facility
for the University of Pittsburgh"; $65,597 (CO-PI) with D. Cniarulli; CCR-8716980.

DARPA/University of Massachusetts, Subcontract. 6/87-10/87, "Array Control Unit for the
UMass Image Understanding Architecture"; $28,069: 10/87-12/88 additional funds $14.715:
8/88-12/88 additional funds $8,922 (PI).

Central Research Development Fund, University of Pittsburgh, 7/87-7/88, "An Integrated Tool
Set for Digital Systems Design"; $9,900 (PI).

Advanced Research Projects Agency/Army, 9/86-12/88, "Image Understanding Architecture";
$1,752,200 (CI) with A. Hanson, E. Riseman, C. Weems); DACA76-86-C0015.

Advanced Research Projects Agency/AFOSR, 2/86-2/88, "'Intermediate Level Computer Vision
Processing Algorithm Development For Content Addressable Array Parallel Processor"; $197,000:
(CI) with A. Hanson, E. Riseman, C. Weems; F49620-86-C-0041.

Naval Research Laboratory, 3/85-10/85, "Parallel Algorithms for Low, Intermediate, and High Level
Image Understanding Tasks Using the Content Addressable Array Parallel Processor (CAAPP)",
$24,500; (CI) with A. Hanson, E. Riseman, C. Weems; N00014-85-K-2008.

National Science Foundation. 6/85-6/86 "Computer Research Equipment (Infrastructure)": $105.413:
(CI) with D. Carlson (PI), %V Kohler, M. Krishna, D. Pradhan, A. Singh, J. Stankovic, D. Towsley):
DCR-8505499.

Pending:

DARPA /ISTO /Pennsylvania State University, 6/90-5/93 "Performance Driven, Multi-Level
Synthesis Tools and Accompanying Design Environments"; $1,900,757; (CO-PI) with D.E. Setliff,
and D.M. Chiarulli, Department of Compiter Science and M.J. Irwin, R.M. Owens and B. Pangrle,
Penn State University.



Vita of Rami G. Melhem
Department of Computer Science

The University' of Pittsburgh
Pittsburgh, PA 15260.

(412)-624-8426. melhem@cs.pitt.edu

GENERAL INFORMATION:

Birthdate: June 30, 1954
Birthplace: Cairo, Egypt
Marital Status: Marred, two children
Languages: Arabic and French

EDUCATION:

1983 Ph.D. Computer Science, University of Pittsburgh
1981 M.3. Computer Science, University of Pittsburgh
1981 M.A. Mathematics. University of Pittsburgh
1978 B.S. Mathematics. Ein-Shams University, Cairo, Egypt
1976 B.S. Electrical Engineering, Cairo University, Egypt

PROFESSIONAL ACTIVITIES:

Member in the IEEE Computer Society
the Association for Computer Machinery
The International Society for Optical Engineering - SPIE.

Referee for IEEE Computer Magazine - IEEE Trans. on Computers
IEEE Trans. on Automatic Control - SIAM Journal on Computing
IEEE Trans. on Parallel and Distributed Computing - Distributed Computing
Parallel Computing - J. of Parallel and Distributed Computing
Journal of Computer and System Sciences - Computers and Structures
The International Journal of Parallel Programming
The International J. of Computer Simulation - J. of VLSI Signal Processing
The International Journal of Supercomputer Applications
Numerous conferences and symposia

Reviewer for The National Science Foundation
Organizer Symposium on PCGG methods and Supercomputing - Pittsburgh. PA - 1989.
Member Program committee - Int. Conf. on Application Specific Array Processors - i991.

Program committee - ISM'M Conf. on Parallel and Distributed Comp. & Sys. - 1991.
Program committet, - Int. Workshop on Defe!ct and Fault Tolerance in VLSI - 1992.

Chairman Program committee - ISMM Conf. on Parallel and Distributed Comp. & Sys. - 1992,
Guest editor J. of Parallel and Distributed Computing- Sepecial issue on Optical Computing - 1993.
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PROFESSIONAL EXPERIENCE:

1984 Research Associate, University of Pittsburgh (January-September)

1984-1987 Assistant Professor of Computer Science, Purdue University
(on leave from Sept. 1985 to Sept. 1987)
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6.2 Students Funded During Current Period

" Zicheng Guo (Ph. D.) Thesis Title: Array Processors with Pipelined Busses and Their Impli-
cation in Optically and Electronically Interconnected Multiprocessor Architectures. Expected
completion date: April, 91. Supported: Summer of 1989, and all of 1990.

" Chunming Qiao (Ph.D.) Expected completion date: April 1993. Supported: September 1990
-present.

" David George (M.S.) April 1991. Topic: Synthesis of Asynchronous Finite State Machines.
Supported: Summer of 1990.

" Tom George (M.S.) April 1991. Topic: Extended Simulation Models for VHDL. Supported:
Summer of 1990.

* James Tezza (B.S.) (M.S) Expected completion date: August 1992. Topic: Power Distribution
in Lossless Tapped Erbium Doped Fiber Busses for Multiprocessors. Supported: Spring 1991
- present.

" Manoj Bidnurkar (M.S.) Expected completion date: August 1992 Topic: Computer Model of
Erbium Doped Fiber. Supported January 1992 - present.

7 Project Interactions

7.1 Conferences and Workshops

" Chiarulli, Guo, and Levitan attended and presented at SPIE Boston/OE'90, November 1991.
Boston, MA.

" Guo and Melhem attended and presented at Frontiers'90 Conference, October 1990, College
Park, MD.

" Guo and Melhem attended and presented at Intl. Conf. on Application Specific Array
Processors, September 1990, Princeton, N.J.

" Levitan and Chiarulli organized and chaired a panel discussion on "The Future of Optics in
Computing" at the November 1991 Supercomputing Conference. Qiao also presented a paper
at that conference.

" Melhem and Qiao attended and presented at the International Conference on Parallel Pro-
cessing, August. 1991.

7.2 Invited Presentations

" Chiarulli and Levitan gave invited talks at University of Colorado at Boilder. Optoelectronic
Computing Systems Center, Boulder, CO, February 6. 1990.

" Members of the group have been invited to participate in an AFOSR sponsored workshop on
Reconfigurable Optical Interconnects. Boulder, CO, March. 1992.
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7.3 Other Interactions

* Chiaruli and Melhem are Guest editors for a planned special issue of the Journal of Parallel
and Distributed Computing on Optical Computing.

" Levitan is on the Ph.D. committee's of Brian Telfer, Sanjay Natarajan and John-Scott Smoke-
fin, students of Prof. David Casasent from Carnegie Mellon University.

* Melhem is the program chair, and Levitan is on the program committee of the Fifth ISSM
International Conference on Parallel and Distributed Computing and Systems, to be held in
Pittsburgh, October, 1992.

" Levitan gave talks about the group's work at the IBM T.J. Watson Research Center (Octo-
ber 1991), and to the Department of Electrical Engineering at the University of Pittsburgh
(January 1991).

" Chiarui ran an Optical Computing graduate seminar in the Department of Computer Sci-
ence.

" Richard Thompson has agreed to be on the Ph.D. committee of Chunming Qiao. Professor
Thompson also gave a talk at the Department of Electrical Engineering.

" We have been interacting with Dr. William Miniscalco from GTE Labs on our work with
Erbium doped glass fiber. GTE has given us samples of doped fiber for our experiments.

8 Project New Discoveries

" We have quantified the advantages and general applicability of signal pipelining for intercon-
nection networks.

" We have resolved (from both a theoretical and a practical point of view) the issue of shadows
in multi-dimensional structures.

" We have realized the generalization of signal pipelines to TDM structures and further to SDM
and WDM based networks as well.

9 Project Evaluation

We are pleased with the accomplishments of the group to date. We have made significant progress
with regards to our fabrication of prototype structures to verify the applicability of our ideas to
multiprocessor interconnection networks. Our latest work in the laboratory on lossless tapped
structures is promising.

We believe that our generalization of coincident structures to pipelined structures. and pipelined
structures to more general reconfigurable structures will be a significant contribution to the teory
and practice of high speed multiprocessor interconnection networks.

.13
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1. An all Optical Addressing Circuit: Experimental Results and Scalability Analysis IEEE Jour-
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2. Optical Multicasting in Linear Arrays International Journal on Optical Computing, in press

3. PipeLined Communications in Optically Interconnected Arrays Journal of Parallel and Dis-
tributed Computing, 12:3, 1991

4. Time-Division Optical Communications in Multiprocessor Arrays Supercomputing'91, Pro-
ceedings
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An All Optical Addressing Circuit: Experimental
Results and Scalability Analysis

Donald M. Chiarulli, Member. IEEE. Robert M. Ditmore, Steven P. Levitan, Member, IEEE. and
Rami G. Melhem, Member. IEEE

Abstract-In this paper, we present results from a demon- generated by P, and P, is chosen. If this delay is (n - 2i
stration of both single and parallel selection in a one of four + 1)r, the two pulses will be coincident at detector Di.
optical addressing circuit operating at 250 MHz using coinci- The same technique can be generalized to support par-
dent pulse addressing. We then present an analysis of power
distribution in two different tapped fiber structures. Based on allel selections. If the P, source generates a single pulse
our results, we discuss issues of scalability with respect to syn- at time t, and the source P2 generates a series of pulses at
chronization and power distribution in larger systems. times ti, i e ( 1, • • • .n} with each t, timed relative to t,,

then, according to the addressing equation above, to se-
lect a specific detector i each t, will be in the range -(n

I. INTRODUCTION - 1)7 5_ t,-t, _ (n - l)r. Therefore, any or all of the
O properties of optical signals, unidirectional prop- i detectors can be uniquely addressed by a positionally

lagation and predictable path delay, make it possible distinguishable pulse from source P2. For convenience,
to devise logic systems in which information is encoded this pulse train is referred to as the select pulse train and
as the relative timing of two optical signals. Coincident the single pulse emanating from P, is called the reference
pulse addressing is an example of such a system. In this pulse. Since the length of the select pulse train is n, and
technique, the address of a detector site is encoded as the each pulse in the return to zero encoding is separated by
delay between two optical pulses which traverse indepen- 2r, it follows that the system latency, a = 2nr. Further,
dent optical paths to the detector. The delay is encoded to up to n locations may be selected in parallel within a sin-
correspond exactly to the difference between the two op- gle latency period. Therefore, the system throughput is v
tical path lengths. Thus, pulse coincidence, a single pulse = 1/2T.
with power equal to the sum of the two addressing pulses, In previous papers, we have discussed the general ap-
is seen at the selected detector site. Other detectors along plication of coincident pulse techniques to both memory
the two optical paths for which the delay did not equal the addressing and multiprocessor network applications [2],
difference in path length, detect both pulses indepen- [3], [71, [8]. In this paper, we emphasize the practical
dently, separated in time. limits on the applicability of this technique for large sys-

Stated more formally, consider an optical fiber of length tems. In order to design large scale computer systems, we
L with two optical pulse sources, P, and P coupled to need to know the realistic limits on the speed, size, and
each end. Each source generates pulses of width r and cost of such systems. Our long term goal is to build high-
height h. Define I = Tcg where c. is the speed of light in speed multiprocessor interconnection networks using off
the fiber. In other words I is the length of fiber corre- the shelf optical components and tapped fiber busses.
sponding to the pulse width. Using 2 x 2 passive cou- Tapped fiber busses, those with one or more transmitter
piers, n detectors, labeled D, through D,. are placed in and multiple receivers, have been less widely adopted than
the fiber with the two tap fibers from each coupler cut to simple point-to-point fibers. primarily because of scal-
equal lengths and joired at the detector site. The location ability limits based on power distribution [9]. However,
of each coupler/detector is carefully measured so that the the recent development of low ratio passive couplers 151
ith detector is located at (L - (n + 1)f)/2 + il, from the and the prospect of fiber based optical amplifiers [4], [61
left end of the bus. The optical bus in the center of Fig. suggest a closer examination of the power distribution
I shows such an arrangement for n = 3. To uniquely ad- problem. Therefore, we have constructed a prototype sys-
dress any detector, a specific delay between the pulses tern for conducting experiments from which we can ex-

trapolate reasonable limits on the speed and size of prac-
Manuiscript received March 25, 1991. revised July 23. 1991 This work tical multicomputer systems.

was supported, in part. by the Air Force Office of Scientific Research under In this paper, we first present results from two labora-
Grant number: AFOSR-89-0469

D. M Chiarulli and R G Melhem are wiih the Department of Computer tory experiments on a prototype coincident pulse address-
Science, University of Pittsburgh. Pittsburgh, PA 15260 ing system. The two questions to be answered by the ex-

R M Ditmore is with Intergraph Corporation. Huntsville. AL penments are: how do synchronization error and power
S P Levttan is with the Department of Electrical Engineenng. Univer-

sity of Pittsburgh. Pittsburgh, PA 15261 loss effect the scalability of such systems. Therefore, the
IEEE Log Number 9103633 first experimental is an examination of the coincident pulse
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power, as a function of the synchronization of the arriving "
pulses. The second experiment demonstrates our ability --++ ,--

to select arbitrary subsets of the detectors with a select - --- --- , o, ., -, ,

pulse train operating at 250 MHz. The ability to perform ,.,. -
selections of multiple detectors is key to various computer L,
system applications we have investigated. However, the . L."

second experiment highlights a more fundamental prob-
lem: the power loss due to the tapping couplers on the bus Fig. 1. Synchronization experiment.

diminishes the ratio of coincident to noncoincident pulse
heights for long bus structures. The two experiments con- 26

trast the temporal and physical scalability of coincident 24 -

pulse systems and show that the dominant effects are, in 24

fact, power distribution limits on the physical scale of 22

these systems. 20

Section III expands on the power distribution issue with
an analysis of power distribution in two tapped fiber net- 3 18
work structures. The first is the same linear structure that
we use in our experiments. The second is a dual-level X 16

structure that consists of a main fiber and a series of sec- 14

ondary distribution fibers from which power is tapped. 2

We conclude with a discussion of the implications of these
findings to the construction of large systems. 0 -10 -5 0

Nanoseconds

11. EXPERIMENTAL RESULTS Fig. 2 Synchronization experiment wavetorm

Fig. I is a diagram of the prototype structure. The fiber
bus consists of a length of multimode fiber tapped three tion error was introduced by adding successively longer
times using Gould 10-dB fiber couplers. Select and ref- lengths of fiber to the ends of the bus. Length was added
erence bit patterns are generated by modulating the 4-ns first on the reference pulse end of the bus. and then on the
pulse output of a Tektronix PG502 pulse generator, shown select pulse end of the bus.
in the diagram as clock, with the output of two ECL shift Fig. 3 shows the reduction factor, f, of the coincident
registers, one for select, one for reference, at gates G2 pulse power as a function of percent synchronization er-
and G3. Gates GI and G4 simultaneously hold the diode ror. Percent synchronization error is the error, in time
current for laser diodes P1 and P2 respectively at thresh- units, introduced by each length of fiber divided by the
old, while the outputs of G2 and G4 generate modulation pulse width. In other words, pulses at perfect coincidence
current. The result is two, 4-bit, return to zero bit streams, (synchronization error = 0) yield a reduction factor of f
which encode the information in each of the shift regis- = 1.0. which implies a coincident power equal to twice
ters. As explained above, this allows us to select any sub- the single pulse power.
set of the three (and in later experiments four) detectors. Synchronization error in either the select pulse, shown
The use of two shift registers allows us flexibility in the as positive error, or the reference pulse, shown as nega-
positioning of the reference pulse relative to the select tive error, reduces this power by the factors shown. The
pulse train. solid line in Fig. 3 is the experimental result. The dotted

line is an analytical result generated from the coincidence
A. Pulse Syvnchronization of two sinusoidal pulse waveforms. In both cases. the

In our first experiment, measurements were made to power falls off in roughly the shape of the coincident
characterize the effect of synchronization error between waveforms themselves.
the reference and select pulses on the power of the coin- In order to analyze this result, we must consider the
cident pulse. Since this error can be characterized as a sources of synchronization error. Assuming that manufac-
percentage of the pulse width, synchronization precision turing tolerances for electronic components and errors in
has a direct bearing on the absolute width and height ot tiber length measurements can be compensated for by tun-
an addressing pulse that can be effectively detected. ing the system, the primary sources of synchronization

A coincident pulse structure with three detectors was error will be thermal variations in both the optical char-
used. as shown in Fig. I. This allowed detector D, to be acteristics of the fiber and in the performance of electronic
located in the center of the bus resulting in exactly equal components as well as any jitter introduced by the elec-
noncoincident pulse heights, as shown in the oscilloscope ical clock generators. For the former, recent results [101
trace of Fig. 2. have shown that the variability of the index of refraction

The reference and select pulse trains were configured of the fiber versus temperature is on the order of 40
to select D-. In each step of the experiment. synchroniz- ps/km-degree C. and that this is the dominant tempera-

I I II liMEOW
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ture effect. This represents a very minor variation in ef- 25

fective optical path length. Obviously, jitter and thermal 20effects in the electronics will be the predominant sources 15

of synchronization error. 10_. . . . .
However, from Fig. 3 we can see that a timing syn- -20 -10 0 IC 23 30 40

chronization error of up to 50% only decreases the coin- Nanoseconds

cident pulse power to about 70% of its ideal value. There- 60 (a)

fore, large variations (on the order of one half of a pulse
width) in electronic pulse generation can be tolerated
without significant degradation of the coincident signal. 50

This result characterizes a temporal limit on scalability, 45

based on a limit of achievable pulse widths. Timing errors , 40

of several hundred picoseconds are tolerable in gigahertz 35

systems. Therefore, using off the shelf components op- 2 30

erating in the one gigahertz range, r = I ns and a system 25

throughput of v = 1 /2r = 500 x 106 addressing opera- 20

tions per second is feasible. 15

The other primary limit, which we need to address, is
optical power distribution. Since we are using a passive -20 -10 0 20 20 40

bus structure, the optical signals are not amplified at any Nanoseconds

point on the bus. Therefore, sufficient optical power must (b)

be available at each detector to individually discriminate Fig. 5 (a) Selection of DI measured at DI. (bi selection of D3 measured
at DI.

coincidence from noncoincidence in the presence of se-

lection pulses for other detectors and noise. This is the has become attenuated to different levels. This clearly
subject of the second experiment. shows that the relative power between coincident and

noncoincident pulses is a function of the detector loca-
B. Coincident Pulse Power tion.

Our second set of experiments were used to character- Figs. 7 and 8 are examples of parallel selections. The
ize the effect of detector position on the available coin- waveform in Fig. 7(a) shows a parallel selection wave-
cident pulse power. A similar experimental setup was form at detector site D, for the selection of three detec-
used, this time with four detectors, as shown in Fig. 4. tors. including D1. This incident waveform peak is corn-

Figs. 5-8 show the output waveforms for detectors DI parable to the noncoincident waveform, in Fig. 7(b). in
and D3 for various selection patterns. Note that for each which D, has been removed from the set of selected lo-
selection pattern (pair of waveforms) the experimental cations. Similarly Fig. 8 shows parallel selection of all
equipment was adjusted so that the absolute values of four detectors at sites D, and D3.
pulse heights for different selection patterns varied. Figs. To quantify the power degradation that we observed in
5 and 6 show coincident and noncoincident waveforms at these experiments, we define the amount of additional
detectors DI and D3. respectively. Note that in both power in a coincident pulse relative to the largest non-
cases, the noncoincident waveforms (shown in (b)) are of coincident pulse seen by a detector as the power margin,
unequal power. This is due to the fact that each pulse has Pm. This is given as a fraction of the maximum noncoin-
passed through a different number of couplers and. hence. cident pulse power:
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Fig. 6. (a) Selection of D3 measured at D3. (b) selection of DI measured Fig 7 (a) Selection of DI, D2. D3 measured at D3, (b) selection of DI,
at D3 D2 measured at D3.

Pm= (Pt + P2 - max (PI, p)/max (pl, P2) and a series of passive coupler taps, as used in the exper-
iment above. The second is a dual level structure, which

min (PI, p2)/max (Pl, P2). (1) consists of a backbone fiber and a series of secondary dis-

Pm indicates the threshold level needed for a detector tribution fibers from which power is tapped.
to discriminate between coincident and noncoincident In this analysis, we use passive, bidirectional, 2 x 2.
pulses. That is, for each detector on the bus the thresltold symmetric fiber couplers as shown in Fig. 9 [1], 151.
should be set to be at: These are identical to the couplers we used in our previ-

ously discussed experiments, except that in our analysis
((Pm + 1) x max (p1, p2))/2. we assume no excess loss in the couplers. Since the cou-

Pm has its maximum value, Pm = 1, at the center of the piers are bidirectional, we arbitrarily let A, B be the input
bus, where each pulse is at equal power, and coincidence ports and A', B' be the output ports. Equation (2) shows
is reflected as a doubling of power seen by the detector. power distribution from the input to the output:
It is at its minimum value at the ends of the bus. For all /' /r (I-r)'\
the selection experiments shown in Figs. 5 through 8, the )= A (2)
power margin is in excess of 30%. That is, coincident r) r / r )
power is greater than 130% of peak single pulse power. where r is the coupling ratio. Using these couplers, we
This is measured at D,, which is the leftmost detector on now discuss the linear and dual level structures.
the bus.

In the next section we discuss the implications of power A. The Linear Structure
margin on scalability issues. As is shown in Fig. 10. a linear bus consists of n de-

tectors (and n couplers). Assuming two, unit height,
III. ANALYTICAL STUDY OF POWER DISTRIBUTION pulses starting at opposite ends of the bus, and one type

In this section. we present an analysis of power distri- of coupler with a ratio of r, the optical power from each

bution in each of two tapped fiber network structures. The pulse p,' and p2 at detector D, is given by the equations:

first is a simple linear structure with a single backbone p,' = r" - (1 - r), p2 = r- '(1 - r). (3)
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45 .the curves, the absolute power falls off geometrically with
increasing i, 1 :5 i _5 n.

3 A bound on the number of detectors, n is determined
2 5by the sensitivity of the last detector on the bus. In other

30 - words, it is the bound for a detector to discriminate be-
25 tween "no pulse" and "pulse." If the last detector has a

20 sensitivity Pmin, then the maximum number of detectors

15 supportable is
10

-90 -80 -70 -60 -50 -40 -30 /Pmin
Nanoseconds log
(b)

n \ + 1. (4)
Fig. 8 (a) Selection of DI. D2. D3. D4 measured at detector DI, (b) log (r)

selection of DI, D2, D3. 1D4 measured at detector D3

Equation (4) is shown graphically in Fig. 12 for a set
of coupling ratios r = 90%, 95%, 97%, 98%, 99%, and

A A' 0.01% !- Pmin :5 1% of the input power on a logarith-
2 X 2 mic scale. This graph confirms the intuition that by im-

Coupler proving either the coupling ratio r, or the sensitivity of

B B' the detectors Pmin. we will be able to support more de-
Fig 9 Symmeic fiber coupler tectors on the bus. We also note the sharp drop in n for

high values of Pmin and r, which reflects the situation
where much of the available power flows off the end of

However, for our experimental setup. it is ckar that it

is not the absolute power but rather the power margin that
imposes a bound on the size of the system. In addition,
since the bus configuration chosen for this structure re-
quires bidirectional propagation, we are constrained to use

n a single tapping ratio, r. for all couplers. Based on these

Fig. 10 Linear optical bus. two constants, the graph shown in Fig. 13. which is a plot
of worst-case power margin Pm versus 1 - r for various
bus lengths. confirms that the power margin for the coin-

Since the bus is symmetrical, we can analyze one signal cident structure bounds scalability more strongly than ab-

that originates on the left from a single transmitter and solute power. We can see from Fig. 12 that using com-
propagates to the right as shown in Fig. 10. mercially available 95% couplers, and assuming we can

Fig. I I is a plot of p' versus i for various values of r. tolerate a Pmin of 0.0001 of input power we could achieve
Note that the values of i are plotted on a logarithmic scale. bus lengths of abut 120 detectors. This would be the case
The topmost curve is for a bus with r = 90% where the for an input of 100 mW of power injected into the bus,
power at the first detector is 10% of the initial power. The and a detector sensitivity of 10 jiW, operating at 250
lowest curve is for a bus with r = 99% where power at MHz. However. Fig. 13 shows that for a power margin

the first detector is I % of the initial pulse power. For all of Pm= 20% we could only reach lengths of 32 detec-
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Fig 12. Number of detectors versus Pmn for vanous values of r An alternative method that does not require multirle

coupling ratios is to adopt a dual-level bus structure. As
1 .shown in Fig. 14, we split the bus into a main fiber and a

0. sublevel to create a section of the bus, labeled m. The
0.9 - ---

. "sublevel contains m detectors in a linear arrangement ex-0. , - 32 --
0.8 -. ", "" .. cept for the last detector, which feeds back the remaining

• , x n - 256 --

0.7 . .power into the main fiber and the next section. In the main
0.6 fiber, rare must be taken to ensure that the optical path
0,5 length is the same as the subsection so that the two parts

of the signal arrive synchronized at the next section. The
0.4 dual-level bus consists of a series of these sections.

0 0.3 -Once again, we start with an analysis of absolute power

0.2 for this structure, and then proceed to power margin is-
sues. Thus, we assume the input is from the left (into the

..00 -, upper leg to the first coupler) and propagates to the right.
0 .01 0.1 The detectors are numbered linearly in the direction of

(1-r) propagation.
Fig. 13 Power margin Pm versus 0.001 t I - r) a I for various bus We further assume two types of couplers with splitting

sizes, ratios of r and s for the main level and sublevel, respec-

tively. The power at any given detector site in Fig. 14 is
tors. Therefore, due to both minimum power constraints given by
and power margin issues the system scale is highly sen-
sitive to the fixed value of r. Further, we note that power p, = (I - r r)Ak s'(1 - s) (5)
margin imposes a tighter constraint than absolute power.

To help alleviate this problem, we propose a two level where p, is the power at site i, r, and s are coupling ratios,
bus structure. By using two levels, we can essentially in- k is i div m, 1 is i mod m. m is the number of detectors in
crease the tapping ratios on our buses and more effectively a sublevel, and
control the amount of power at each detector.

B. The Dual-Level Structure A = ((I - r)s : r) (6)

The basis for the power distribution problem in the lin- From linear algebra 1111] we know that a vector of the
ear system is the fac that detectors at the start of the bus k uuse more power than needed and, therefore. detectors atse ewhere X, are the eigenvalues of matrix A. the x,'s are the
the end of the bus are starved. If we were to relax the ascae ievcosadtecefcet ,aedtr

requirement of fixed ratio taps in favor of varying the cou- mied rom the initandto cre

pling ratios, we would need a number of distinct. pre- mined from the initial condition u,

cisely tuned couplers approaching the number of detector For our analysis, we rewrite the matrix of (5) in the

sites (9]. Yet, no couplers exist that would allow tuning

to a precision of more than one or two percent. Of course.
the use of tuned couplers forces the network to be uni- A k C1 X' + (7)
directional since coupling ratios must decrease in the di- \'/
rection of propagation. and the coefficients are determined by cj, -4- c~x, = u,,.
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The x, are vectors and they are given by x, = ( ' Re- 0.1

writing the coefficient equation gives 0.09

3

'0.07

which has the solution0
0.05

_ , 0.04
0.03

Assuming, without loss of generality, that X, > X, as 0.02k increases, then the c," r, term in (7) quickly dominaites. 001

Therefore, a good approximation is given by 0 _50______ 0__00_50__0
50 100 150 200 250 200

p, = [(1 - r) rJc 1 X]X 1s1(l - s). (8) Detector index

Fig 15 Poer at detector ties for single and dual-lesel 256 node buses

Fig. 15 shows a comparison of a linear bus and a dual-
level structure for the particular case of r = s = 90%, n 1400

= 256, and m = sqrrt(n). Clearly, the power at the detec-
tors for the linear bus falls off much more rapidly than for 1200

the dual-level bus. The dual-level bus shows a character- "
istic "saw-tooth" pattern of power distribution. At th,, , 10001 301
beginning of each section, power is restored by injection
of power from the main backbone. This more evenly dis- 800

tributes all of the available power down the length of the a ... 2

bus. 600 / ,
In the linear structure, we examined the bounds for the /

minimum power needed at the last detector. For the dual- . 400 ----

level structure, 'xe will examine the minimum power seen z20

at the last detector of the last section. This minimum --_--
power is given by the equation 0

0 10 20 30 40 50 60

Pmin = Xk(k(l - r) + r)cs'(l - s). (9) Detectors per Section: m

I Fig 16 n vzrsus m for r. s = 0.90. 095. and ,anous Prmin

As with the !inear case, the ability to support large sys-
tems is dependent upon maximizing the values of r and s. Pmin
However, in the dual-level case, we additionally may vary log )
m, the number of detectors per section. The relationship ((1 - r)x1 + r)c~s - '( I - S)

between r, s. and m is captured in X1, which is a mono- n = ?n log ((X) (10)

tonically increacing function of r, and s but is not mono-
tonic in m. Therefore, it is desirable to fix r ant s to be A plot of numencal solutions for (10) is shown in Fig.
as large as possible and adjust m to maximize the total 17.
number of detectors in the system. Equation (10) and Fig. 17 allow a direct comparison of

This relationship is shown in Fig. 16. The two families the dual-level bus performanLe shown in Fig. 17 with lin-
of curves represent coupling ratios of r = s = 90% and ear bus performance derived in (4) and plotted in Fig. 12.
r = s = 95%. The curves are the number of detectors From this comparison, we can see that, in terms of Pmin,

(length of the bus) supportable at different Pmin values, the optimized dual level bus gives approximate factors of
For the 90% curves. Pmin = 0.0001. 0.0002. 0.0004. between 4 and 10 improvement (depending on the coupler

0.0008, 0.0016, 0.0032. and 0-0064. For the 95% curves, ratios) over the simple linear configuration
Pmin = 0.0001, 0.0002, 0.0004, 0.0008, and 0.0016. To perform the analysis of power margin for the two
Note that the dual-level structure with 95% couplers can- level structure, we compare the maximum power at any
not support high minimum power detectors since the detector to the minimum power at any detector on the bus.
power into the first detector p, = 0.05 x 0.05 = 0.0025. This simplifies the calcilation and Jives a bound on the

The long tails on the curves reflcct the condition where m "'envelope- of the saw-tooth power curve (as shown in
_ n. Fig. 15). For these curves (shown in Fig. 18) we are again

Having chosen values for r, s. and m, we can rewrite using m = sqrt(n) and r = s. Unlike the curves for the

equation (9) to compute the number of detectors support- linear bus. these curves have a peak and approach in
able as a function of Pmin: asymptotic value for very large values of r and s. This is
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2500 . be supported are more severely restricted due to power
.. distribution in a system built from passive couplers. How-

0 2000 . " ever, we believe near term technologies (e.g., fiber am-
97.

",-.. .- plifiers) and alternate bus structures will alleviate this
problem. The fact that the temporal scalability bounds

' 1500- 'show significantly shorter pulses can be supported, is very
o ,encouraging for the long-term application of this tech-

1000 . nique.
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.I SUMMARY

In this paper, we use coincident pulse techniques to implement multicabting among processors
connected by optical tu es. First, we dizcu-.s two basic modis of a unary addressing implementation.
To reduce addressing latency and overcome system size limits, we propose a two-level addressing
implementation in which multicasting introduces the problem of possibly addressing unintended
processois (called shadows). \Ve show how additional addressing pulses can be used to reduce these

26 shadows. For regular multicasting patterns such as those often found in image processing and scientific
:7 applications, a shadow-free partition of the group to be multicasted can be systematically constructed.
J4 For arbitrary multicasting patterns, a simple. incremental partitioning algorithm is introduced. In
.1 summary, the two-level addressing implementation results in higher efficiency. lower minimum optical
0 path requirements and potentially large speed-ups over the unary addressing.

?f KEYWORDS Nlulticasting Coincident pulse addressing Optical waveguides Shadaw-free par-
,! tition

1. INTRODUCTION

,5 Coincident pulse techniques are based on two properties of optical pulse transmission.
namely unidirectional propagation and predictable propagation delay per unit length. The
technique was first introduced in the context of parallel memory addressing but was also
applied to multiprocessor interconnection structures.'-'" In this paper, coincident pulse
techniques will be applied as an addressing mechanism for multicasting among optical bus
connected processors.

In Section 2. we first review coincident pulse techniques as addressing mechanisms in two
,- models of optical bus connected multiprocessor systems. We then show how multicastings
" can be implemented using unary addressing. In Section 3. two-level addressing is proposed
. 'to reduce the addressing latency and overcome the system size limit imposed by the unary
" addressing. However. multicstinn with two-level addressin2 introduces the problem of
. possibly addressing unintended processors (called shadows). Simulation results of sh . jw

reduction using additional addressing pukses are given. In Section 4, we show how shadows
can be avoided by partitioning the group to be multicasted into shadow-free (SF) subgroups.
We also show that speed-ups over the unary addressing can be achieved when multicasting
using two-leel addressing. Finalh. "e conclude the paper in Section 5.

A preliminary ,hort version of this paper appears in :he proceedines of 1991 Inrernauional Conh rence on Parallel
-, Processine

1047-,"507,9 l/t)(X. -)(l-4)S05.0(1 Received 25 January 190
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11 2. COINCIDENT PULSE ADDRESSING

,.2 As an introduction to using coincident pulse techniques as an addressing mechanism, we
13 discuss two models of mul':processor systems in which processors are connected by optical

buses."( In the first molld ed bs model (see Figure l(a)). each processor

stransmits on the lower half-segment of a bus, while receiving from the upper half-segment.

In the second model, called the dual bus model (see Figure 1(b)), each processor is connected
to two buses, one for downstream transmitting and upstream receiving and the other for
upstream transmitting and downstream receiving.

An optical bus consists of three waveguides. one for carrying messages. one for carrying

reference pulses and one for carrying select pudses. which we call the inessage waveguide, the
reference waveguide and the select waveguide respectively. Messages are organized as message

frames, which have a certain fixed length. The propagation delay on the reference waveguide
, is the same as that on the message waveguide but not the same as that on the select

waveguide. A fixed amount of additional delay, which we show as loops (see Figure 2), are
, inserted onto the reference waveguide and the message waveguide.

The basic idea of using coincident pulse techniques as an addressing mechanism is as
follows. Addressing of a destination processor is done by the source processor which senas
a reference pulse and a select pulse with appropriate delays. so that after these two pulses

, propagate through their corresponding waveguides. a coincidence of the two occurs at the
, desired destination. The source processor also sends a message frame which propagates

synchronously with the reference pulse. Whenever a processor detects a coincidence of a
,: reference pulse and a select pulse, it reads the message frame. In essence. the address of a

destination processor is unary encoded by the source processor using the relative transmission
-, time of a reference pulse and a select pulse.

More specifically, let w be the pulse duration in seconds. and let c,, be the velocity of
light in these waveguides. Define a unit delav to be the spatial length of a single optical

- pulse, that is w x c,. Starting with the fact that all three waveguides haue equal intrinsic

a delay loop

Re( 0 . Retf z
Sel sa Lz L

15 1 1 0

ia) Lhe roeavtng ,,gents of Lhe refcrcnce (b) rrlauve pulse poswons
and the sclect wimcguides t an addess frame

Ficur: I A unarv jddtc' ,mg imlplcincntaim
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-. propagzation dela . 'e add one unit delay (shown as one loop) on the reference waveguide

and the message waveguide between any two adjacent receivers. In the folded bus model.
this means that one unit delay is added between any two processors on the upper half-
(receiing)-segment of the reference waveguide and the message waveguide as shown in

le Figure 2(a). Since there are no changes on the lower half-(transmitting)-segments of any
,3 wavezuide and the mes'.age waveeuide has exactly the same length as the reference

waveguide, Figure 2(a) shows only the upper receiving segments of the select waveguide
,5 and the reference waveguide for a 16-processor system with a unary addressing implemen-
,t tation. Let Tcf be the time when processur i transmits its reference puise and T,.,(') be the
C time when it transmits a select pulse. With delays added on the reference waveguide as in

Figure 2(a), these two pulses will coincide at processor ir and only if

T• .) = Tr,, +-j (1)

where O : I, j < N and N is the total number of processors in the system.
o, This means that for a given reference pulse transmitted at time t, the presence of a select

pulse at time [ + j will adress processor j while the absence of a select pulse at that time
will not. Since we have 0 :- (T,,(j) - T,:,) < N, it is clear that N time units are needed to
encode the complete address information of N processors with a unary addressing
implementation. We define an address frame to be the address information in the form of

- a sequence of either the presence or the absence of select pulses relative to a given reference
pulse. With a unary addre ,sin implementation. an address frame has a length of N units
long.

Figure 2(b) shows the poisition of the reference pulse and the select pulse addressing
processor j at the transmission time of an address frame in the folded bus model. The
relative position of the select pulse to the reference pulse will remain the same from the
time the address frame is transmitted to the time it finishes propagation through the
transmitting segment of the bus. However. the relative position will be changed as the
address frame propagates throug'h the receiving segment of the bus.

From the value of the term (Tj) - T,,,. it is also clear that the relative positions of
the reference pulse and select pulses are independent of the sending processor at the
transmission time in this model. Ho%ever. in the dual bus model. where a sending processor
could transmit downstream and upstream using two buses. the necessary and sufficient
condition for a select pulse to coincide with the reference pulse is

T.. ) = T f - - t. if/-i (2a)

or

iTj) = Tr, + i - j. ifj < i (2b)

Notin: that these two models ha~e equivalent functionalities and similar operations, we will
concentrate our discussions on the first model, namely the folded bus model throughout the
rest of this paper.

O-,..idvanae of usif_2 coincndent pulse techniques k,, an addressinu mechanism is its
, ,'ph.i. blitv to muhica,,,ine Trid i:,.nal aLdressing mechani,ms tor multicastine. such as
,, -i r,ite-aiddrc.,,n. numi-destillation addressin arnd source routin, " ha\e been mainly
e'cloped tor point-to-point net",rks and are ineticient. espectalk in bus connected
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systems. Most recent research work' exploits tree forwarding7 on broadcast net',rks vh ch
constructs multicast trees and uses group identifiers when multicasting. It requires explcit
group formations of communicating processors.

,., Using coincident pulse addressing however, the sender can multicast to an arbitrary group
12, of processors by sending an address frame containing one or more select pulses which are
,:3 properly positioned so that each of them coincides with the reference pulse at one of the
1:6 multicasting destinations. Once a processor detects a coincidence, it picks up a copy of the
1:, multicasted message frame which is synchronous with the reference pulse.

,_-, 3. TWVO-LEVEL ADDRESSING

121 Using unary addressing, an address frame is N units long. There are two reasons why we
,1, want to reduce the length of address frames by using two-level addressing. One has to do
,3 with efficiency. Unary addressing could be very inefficient in a large multiprocessing system
0: where the address frame is lIneer than the message frame. The other reason has to do with

the physical limitation of opticai path length between two adjacent processors. One way to
'. ensure that the frames sent by one processor do not collide with other frames sent by other

t; processors is to arbitrate the bus to allow exclusive access by one processor at a time. as
,16 in References 4 and 11. Another way is to pipeline the bus. That is. to synchronize all
W, processors such that they will send messages at the beginning of each cycle. The propagation
,+ delays between two adjacent processors should be large enough to prevent frames from
,., overlapping as in References 8 and 11. If unary addressing is used. it is necessary for the
W optical path between any two adjacent processors to have a length of at least N x w x c,
1,, to prevent overlapping of the address frames. Although the required minimum optical path
,,. length can be reduced by shortening the pulse width w, the address frame length. which is
,, linear in the system size, becomes a limiting factor.

A two-level addressing implementation divides the whole system into logical clusters.
Addressing of a single destination is accomplished by using one level of unary addressing
to select a particular cluster and another level of unary addressing to select an individual
processor within the selected cluster. Two trains of select pulses are used. one for each level
of addressing and their pulse trains are sent in parallel. Therefore. the length of address
frames can be reduced as neither the number of clusters nor the size of any cluster is larger
than the system size.

Assume that N = &: processors are linearly connected. If every it consecutive processors
constitute one logical cluster, two-level addressing in this linear system is logically equivalent
to addressing a two-dimensional array. More specifically, we can view the linear system as

,, the result of embedding an ,t x n array in row major fashion. Each row of processors of
the array is embedded into a consecutive processors in the linear system. Hence. selecting
a logical cluster is equivalent to selecting a row while selecting an individual processor within

,, a cluster is equivalent to selecting a column processor within a row.

3. 1. Tivo-level addressmg irt a !inear yistem

As mentioned above. %e %%il! %ie% a l.ear s, [.m ' %rh .N = It , 1i processors is a rcsalt
of embeddtn ,in at x it arr:a, in row m.ijor f.; Ihion 'Ind use frrns ,uch .I 'row', column
.nd "diagonal" logically. As ,i !o-,tcal equi%,alent to t%,o-,cvcl addressint. ,I iwo-dimensional
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addressing implementation uses two select wa%.ceuides- one to select a row. and ai'orher tI
., select a column. A pulse sent on the row select waveguide will coincide with the re,"crence

pulse at all the processors in a particular row, while a pulse sent on the column select
, waveguide will coincide with the reference pulse at all processors in a column. In other

worus, a row-select pulse causes a row select trace and a column select pulse causes a
,' column select trace. Pulses sent on these two select waveguides are denoted by W I and

'W 2 respectively.
A coincidence is said to occur at a given processor only if all three pulses. namely a

, reference pulse, a W I pulse and a W 2 pulse. coincide with each other at that processor.
IN Since unary addressi: g is used v hen selecting a row, each pulse in the pulse train of W 1
,7 corresponds to one row. Similarly. each pulse in the pulse train of W 2 corresponds to one
"I column. Therefore, sending a reference pulse and a pair of one W I pulse and one W 2
,71 pulse causes a coincidence at a processor that is located at the intersection of the
7, corresponding row and column. More specifically, we denote /4 to be the pulse of W I

selecting row i and denote U to be the pulse of W 2 selecting column j. By sending these
two pulses and the reference pulse. the processor at row i and column j, which is processor

IN i x n + j in an N = ,2 linear szructure. is addressed. Figure 3 shows a logical two-
, dimensional view of addressing processor 10 with these two select pulses when i = = 2

and N 16.

L 2

L.1.....

Ft, 3. A Io, wat ,.icw of addressing tiih io -,:1ci pule-,

in order to achieve the abo~e coincidence pattern. %e add. as in unar% addressing, one
unit delay between two processors on the receiving segments of the reterence waveguide
and the message waveguide. In addition, on the receiving segment ot the row select

.. waveguide (IV I wavegiide). one unit delay is added between successi'e processors and an
.,, extra unit delay is added bet,,een two processors of successive row,,s. On the recei'ing

segment of the column select waeguide (W 2 waveguide). a unit delays are added bet% een
two receivers of successive rows. The amount of delay added on these two select waveguides
can be obtained by solving a set of underconstrained equations (see Appendix). Again.
because the message waveguide has exactly the same length as the reference waveguide and
the lower half-(transmittin2)-egments )f all wavevuide, to not have any delays. only the
receivini segments of the reference \%aveguide and the tmo select \,aeguides are sho%,n in
Figure -1(a) Taps from the ,%.ave.-u.des to the processors are also omitted from the figure.

Let r, and c, be the row number and column number of processor / respectively. That is.
/= r Pr ,- C, %-.here 1) -f .V i.id f) ! r , < n Let T., ne the ;:"ne %:ien a pr,,ce',or
transmits its reference puise. And =riher assume a processor transmits a W I pulse selecting
row r, at time T,,,(L',) and a 1II': pulse selecting column c, at time T ,tU.). Given the
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(a) the receiving scgmenus ft~eeeine h row
select and Lhe column sdct waveguides

RefJj

CutI(W2) L ,' LL -

(b) Rclauvc pulse positions c WI 1 A W2
in an address frame

Figure 4 A m~o-level addressing implementation

wiadded delays on three waveguides as shown in Figure 4(a), a coincidence of these three
pulses will occur at processor j if and oniy If

T -t-', +j + r) Tf +1 (a)

Sand

T,( ,,) x = T,~ +~ j~

That is,

and

=,,( - T fd + c, -I)

Since 0Osr, < n, a WV- pulse is ahead of a reference pulse by 0 up to n - I units. The
~'presence of a W-1 pukse r, units ahead of a reference pulse selects proce,,sors at row r, '%hzil
Sthe absence does not. Similarly. a W 2 ulse is 0up to n - I unitsbe'ond a reference puk'e

and :he presetice of a IN 2 pulse c, units be~ond reference pulse secls Prikessor, '11 ciiiu m)
cat each rowv whiie the ab'~ence does not. An address fr-ime in the t%%t)-level dr:t
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implementation contains a train ot t I pulss and a :rain of t' 2 pulses and has a len,th

* of 2 x I - I units long. Figure 4(h) shows relative positions of the reference puLI.e and two

. trains of select pulses ::i an tJdre.s frime at the time of transmission. Again. owing to the

:, fact that an address t.arne will remain the same as it propagates throu,-h the transmniltim,

se.,cmcnt of the bus in the folded bus model, the relative positionings of the reference pulse

: and both W I and V 2 Pulses in an address frame at the time of transmission are independent

of the sending processor.
Multi'asting to a ,roup of processors can be accomplished by sending a reference pulse.

one train of It' 1 pulses with one or more pulses present and one train of W 2 pulses with

one or more pilses present along with a message frame. However. by doing so. coincidences

mav also occur at unintended processors, which we call shadows.' For example, when both

processor i and j are addressed. the W I train consists of two pulses. one for row r, a'd

another for row r,. Similarly. the I 2 train also consists of two pulses. one for column c,

and another for column c, In addition to processor i and j. the processor at row r, and

-- column c, also detects a coincidence and picks up a copy of the multicasted message. So

:: does the processor at row r, and column c,. Figure 5 shows a logical two-dimensional view

of shadows at processor 1 and 10 as a result of multicasting to processors 2 and 9 in a 16

:, processor %ystem.

32. Shadow reduction

As can be seen from the above example, shadows are created because of the unintended
couplings of a W I pulse with a W 2 pulse. One way to reduce shadows is to further identify

:, the intended pairs by using additional select waveguides. called check waveguides ror carrying

select pulses called check pulses. Check pulses are arranged such that they do not coincide

with the reference pulse at places where shadows were created. Only processors at which

coincidences of a reference pulse and all select pulses occur are addressed. This technique

for shadow reduction -as introduced in Reference 9 for addressing a two-dimensional
memory structure. In the remainder of this section. we will show how to apply this technique

to two-level addressin- !n a linear svstem. Note that having an additional check wavegzulde

in two-level addressing is different from having three-level addressing. The latter would be

logically equivalent to addressing 3 three-dimensional arrav. That is. addressing a single

d .stinatton would require three select pulses. The address frame length would be further

reduced ,,hile more ',nadows would he likely when multicaNting with three-level addressing.

L L2
2

,~ 0i ~ Q !n.nded proxe&"o

F.. . f , n rtI roccIr : rc-ihU I 1 to I. f l j
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(c) thc recevmng segments of the W3 and the W4 waegudes

W3 L , Le Li L,* L31 LIL1 1

W4 fL41 L.2 L.1 L.- rL.- fL.- L.-]

(d) re ativepu I Ioasof W 3 and W4i n a d.es 6ra,-e

Figure 6. Adding i%,o check pulset W 3 and W 4

One such set of check pulses are 450 diagonal select pulses. %hich will be called .V 3
hereafter. Another are -45' diagonal select pulses. which will be called W 4 Each pulse
in a W 3 or IV 4 train coincides with the reference pulse at all the processors that are on a
45' or -45 ° diagonal line respectively, and therefore selects all processors on that diagonal
line. Let LT" be the WV 3 pulse selecting a 45° diagonal line which is k lines below or above
the main 45' diagonal line respectively. Figure 6(a) shows a logical [.%o-dimensional view
of traces of V 3 pulses. Similarly. let LAk be the W 4 pulse selecting a -45' diagonal line
which is k lines above or below the main -45' diagonal line respecti'e lv Figure 6(b) shows
a logical two-dimensional view of traces of W 4 pules.

Again. the amount of delay that should be added on the IV 3 and It' 4 waxeguides can
be obtained bv solvinL, a set of underconstrained cquatIonm Fi,_ure mc'.1 shows onl\ the
e rceiving teiments ot both W 3 and W 4 wave,-,uides with added dela, As a result. a I' 3
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pulse and a W 4 pulse will coincide with the reference pulbe a. the desired correspondine,
locations if and onlv it.

T,(Lk (5a)

. and

,T,(L5*) T, = k (Sb)

:. These two equations can be derived as follows- First. any processor at a 45' diagonal line
which is k lines below the main diagonal line has the index number of k x i + i x (n - 1).
for 1 -< 1 < (tt - k). This means that the reference pulse will go through k x n + i x (a -i)

: unit delays to arrive at the processor. Given that there are n - 1 added unit delays at the
:,. be ;inning of each row on the receiving segment of the IV 3 waveguide as in Figure 6(c)

(with n = 4), the W 3 pulse Ll will coincide with the reference pulse at the processor if and
only if T (L3) + k +i) (n - 1) = T,,f + i x k +i x (t, - 1), that is. T.,(LIO =

T,,f + k. Similarly, we can completely derive the above equations.
.', In addition to a W I train and a W 2 train, an address frame now also contains a W 3
, train as well as a W 4 train. Adding a W 3 train and a W 4 train does not change the length

o a: an address frame. nor it does change the content of the W I train or the W 2 train.
Figure b(d) shows the relative positions of two trains of W 3 and W 4 pulses at the time of

* transmission of an address frame.
- As an example, the two shadows in Figure 5 can be eliminated by using two It' 3 pulses.
- namely pulse LI-, and pulse L ,,. A more complicated example is shown in Figure 7 Figure

7(a) shows a logical view of six shadows created at processors 0. 2. 9. 10. 12 and 13 when
multicasting to three processors 1. 8 and 14 without using any check pulses. Figure 7(,)

nt,.nlShadow prcsorQ Iflinded processor

3a Jogical 'Icw of Si studowl Cz=IC w-d'out N i ogicii icw of etimiraiing stad,)s Ln (a)
using anv check pulises* IL r.&-c W"3 pui sesamd LhI'J W pu~c

F-.ure - Sh"d,, rcd.,..n !nii
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number of shadows

-~ / one check puLsc

Snvo check pulles

number ofp nces, s

0 00 Lo be multicassid

Figure S. Shadows in a 5i' x 512 array

:-, shows a logical view of eliminating these shadows by adding three W 3 pulses and three
W 4 pulses.

r Figure 8 shows simulation results on the numbers of shadows created with different
.. number of check pulses used. It is clear that the addition of check pulses cannot introluce
, new shadows. It can. only reduce the number of existing shadows. However. adding a fixed

number of check pulses cannot always completely eliminate shadows. sin.e the theorem
- given in Reference 9 for a two-dimensional parallel memory structure also holds here.

4. SHADOW AVOIDANCE

Having established the relationship between a particular two-level addressing structure and
. its logically equivalent two-dimensional addressing representation. we will adapt to the usual
-, notion of two-dimensional addressing in an n x n array in the following discussions for the

purpose of simplicity. However, it is worth noting that techniques developed will be applied
_-,, in physically linear systems with two-level addressing.
, One way to avoid shadows when multicasting to a group of processors is to partition the

- whole group into several subgroups such that each subgroup is multicasted within one cycle
without creating any shadows. More formally, assume a group of m processors is a -et ot
linearly ordered processors denoted by G = (PIP.. P,,.) That is. for all 1 s i? i.

_ 0 :s P, < N and P,-, < P,. Define a shadow free (SF) partition of the set G to be a number
ot subgroups S, through S. such that for all I :s i. j :s g the following conditions are satisfied.

:- (a) s, n S, = (b if i #:j. (b) S, = G and (c) each S, can be multicasted in one cycle
., without any shadows.

.- A number of subgroups is called a maximal SF partition if it is a SF partition and if

. multicasting to more than one of the subgroups within one cycle will create a shadow.
,, Therefore the number of subgroups of a maximal partition is the number of cycles needed

to complete the multicasting to the whole group G.
S Let processor X. where 0 -< X < N. be a shadow created when muiticasting to a group

G in one cycle, clearly X 4 G. Define four shadow conditions (SC,. i = 1. 2, 3 and 4) as
• follows,
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SC,: there is at least )Ile processor in G that is in the same row is N
. (_',: there is at lcait o e processur in G that is in the same column a, X

SC; there is at leat une processor in (C that is in the same 45' diagonal line as X
SC_ there is at least one processor in G that is in the same -415 diagonal line as '.

It can be verified that each of the conditions SC, is necessary for X to be a shadow if the

corresponding select pulse IV 1 is used to multicast the group G. The loical AND of all

the necessary conditions becomes the sufficient condition. For example, if two pulses. W I
: and W 2. are used, then both condition SC, and SC, are the necessary conditioni tr a

,, shadow to occur. The logical AND of the two is the sufficient condition.

4. 1. Regular Inuicasting patterns

In some applications, such as finite element analyses and image processing, multicasting
s, patterns can be quite regular. For example, a convo!ution of an n x it array involves
,, multica-ings of an element to its iv x w neighbours, where w is the current window size.

A group to be multicasted could also be all processors of a row, or of a column or of a
diacunal line. By embedding a physical 2-D structure into our linear structure in the row-
major fashion, these regular 2-D patterns can be characterized by a group of four parameters.

3:: More formally, in an embedded n x n system, we consider a group G of in processors
starting with the processor numbered as k (called offset) with increment of d (called stride).
Using the general notation in the beginning of the section. we have G = (k. L + d.
k - (m - 1) x d), where 0-sk~k+ (m- 1) x d<N=n. Wecan use G(k.d.m,

,n) to uniquely represent such a regular group. We call a group a dense group if d is less
than nI, a sparse group otherwise.

While we can make tradeoffs between the number of select waveguides used and the

number of cycles needed to multicast to a group of processors. we will first analyse simple
':, cases in which only two select waeguides are used. The results will be extended to cases

in which four select waveguides are used.

Definition I. A row of processors in a logical two-dimensional array is incomplete with
reard to a group G (k. d. in. i) if and only if the row contains two processors i and j such
that i e G. E G andj-t=, 4 for some integer b >0 A row is complete if and
only if the row conins at least one processor ot the group G and is not an incomplete one

Definition 2. Dehne I (k. d. nI. it) to be the number of incomplere rows with regard to the
,roup G.

Let the first processur of the group be k = r, x n - c, and the last processor ot the
group I = - -- (m x d = r, ; It c, for ,,me inteers 0 s r, ic. r. c,. < n. And let
,.)ndition I be that c, > d. condition 2 be that it - c, > d and condition 3 be that r, r
There ,ill be two incomplete rows. namely row r, and row r, if and only if all three
conditions are true There will be no incomplete rows if and only if neither condition I nor
c. condition 2 is true Otherwise. there will be only one incomplete ro%% Therefore. I has an
upper bound of 2. Norng that for a sparse group G (k. d. in. i) %here d - n. neither
condition I nor corditiot 2 is true. therefore I = 0.

'.;Cri ,ad or ,.',,i ;2mmw' rnuhllphi r .ndl GCD ,ajnJs fu)r !rc.,T,>I (umm,,n d1, cr
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Lemma 1. Twko proccisors of a group G (k. d, in. n) numbered as i and j, i < j, .sinl be In
Sthe sarne column it and only i j = b x LCNI (n, d) for some iteger b > 0.-,

)47 Proof. Leti =r, x n+ c,andjr,xn + c, asbefore. Ontheone hand, if c, =c_, then
j - i =(r, - r,) x n and r, > r,. Since both processors i and j are in the same group. j -

Smust be aI multiplier of d, therefore j - ishould be a common multiplier of both it anJ d.
On the other hind, if]j - I=w X LCM (d, n) for some integer -) > 0. then clearly,;

,5 is a mult:ple of n, which mteans processor iand j are at the same column.U

Lemma 2. If the:re is a prccessor iin a group G (k, d, m. n). i =r, x it - c,, then processor
i /at the same column, j x it + c, Is also in the group G if

fr r CD (n. d)

'.and row r, is acomiplete one.

Proof. (By contradiction.) According to the definition of conapiere row', there trust be a
processor / at row. r, and jE G. Clearly, il- should be a multiple of d. In. addition, since
processor j and i are at the same column and are (b x d)4'GCD (it, d)) rows apart.
Li = 4 r - r,( x n. That is,

b d n =bx_ I id

GCD (n, d)bL (~~

Swhich is also a multiple of d. Therefore, Ij - jj must be a multiple of d also. If j E G,
Sthen row r, is not a cornplete one, which contradicts the condition stated above. Therefore,

C- G. a

S According to the above iemmas, for a gvnrop G. if we draw one vertical line at each
processor of the group G, then all processors at the intersections of these vertical lines with

-comnplete roswhich are (b x d)/fGCD (n, d)] apart will belong to the group G. and
- therefore can be multicasted without any shadows using row select pulses VV I anid column
- seiect pulses V 2.

STheorem 1. For a dense group G (k. d, m, it where d < n. the number of subg2roups ot a
ma.-imal partiton .kitn select pulses W I and W 2 has an upper bound of d/(GCD ',i. d)) +i

Proof. We will prove the theorem by constructing a SF partition of the group.
First, we use one subgroup for processors of thie group G at each Inicomnplete row.

Accordinq to the definition, there are I such subgroups and no shadows will occur in any
uf these subgroups~ because of the shadow condition SC-. We partition the re-'t of group at

-rerai-ting complete rows as followvs.
Let R = J!IGCD (it, dli. Starting at the first complete row%, w'.e put processors oft the

Iroup it dker\ R? rows ipart into a subgroup. c,,catinv c!\aIctl R ,ubgr,:r, It caln bc
,imilarly proved as in the Lernma 2 that no shido\s's will occur in am\ )t ihc 'e R subgroups.

STherefore, a !ia\imial SF partition will hase at most a4[GCD (I,. dt - siihcroups U
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ft can he show~n that (he SF partition constructed in the above thceorem is 'i~c
rnauiina! SF partition. WVe can similarly prove the follcw .i~g theorem tar a paroe group.

SFirst of all, I is equal to zero when d 2: n. Secondly. betw~een any two rows which drc: R
rows apart, where R = d GCD (n, d)J. there could be at most (R x it) d processors

wbelonrging to the group and hence at most [LCM (n. d)lld comiplete rows. Therefore, Mhcn
.1putting processors of the group every R rows apart 1nto one subgroup. there are at most

(LCM (n, d)jld subgroups in such a SF partition of the group G. This is, stated In Theorkcm-

'~Theorem 2. For a sparse group G (k, d. m. it) where J n. the number of sub.-roups of -a
maximal partition with selcct pulses WV I and WV 2, has an upper bound of [LCNIt (11. d)/d.

S We can also prove the following theorems when using either one Of the two diagonal
"5 select pulses, namely W 3 or W 4, with WV 1 instead of usIng W 2 with WI 1 as in the above

1 theorems.

17Theorem 3. For a dense group G (k, d, in, n) where d < it, the number of subigroups of a
maximal partition with select pulses IV 1 and either W 3 or WV 4, has an upper bound of
d/[GCD (n - 1, d)] + I or d4GCD (n + 1. d)] + I respectively.

Theorem 4. For a sparse group G (k, d, mn. it) where d L- i, the number of subgroups of a
maximal partition w ith select pulses W 1 and either VV 3 or tt 4 has an upper bound of
[LCM (n - 1. d)fld + I or [LC.M (n + 1, d)jfd respectively. X

The idea used to construct SF partitions in Theorem 3 and 4 is similar to the one used
in Theorem I and 2. Processors of a group a,, certain number of rows apart will be put into
one subgroup. These processors are at the intersections of these ro%%s with either 45' diagonal
lines or -45' diagonal lines depending on which one of the select pulses. WI 3 or W 4, is,

-used.

Since the additions of select pulses will not create any new shadows, we can choose a SF
partition which has the least number of subgroups when all four select pulses disCussed
above are used.

Theorem 5. For a deirse group G (k. d. mn. n) where d < ni. the number of sub 2roups of a
maximal partition with four select pulses W 1. W 2. t ' S ir~d t1 4 ha s in upper bound ort

d
wnax (GCD ((n - 1). d). GCD (it. d). GCD (i ) t

Theorem 6. For a sparse group G (k. d. m., it) where d 2t i. the number of suhjroutm ii a

maximal partition wvith four select pulses W 1. W 2. 1, 3 and 4' 4 has, an upper bound at

mm LCM ((it - 1). d) LC' 1)L~

By appkim: Theorem "or Theorem () to -same sr-ci~i rnncc' of j !ror G 'A. 'I
'1). such as, a yrou p ot procc-irs at one row wilth d =I , rou ot pn ice ,so, at one

Column wvith d = ii. a -,roup or processors .1 it ' :nltine-, \ uth i1 =I -I or
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,- d = a + 1, we know that each multicasting operation to such groups can hc don. in only
,, one cycle without any shadows. These multicasting patterns are (' tcn seen i miatrix
424 manipulations, among many other applications.
b The two theorems above can also be extended to a group of processors located in a small
,! area of an n x n array. We delimit the area by an ii x ht array with fh - n. The processors
. of the it x t array can be renumbered in a row major fashion from 0 to V-" - 1. If a group

of processors can be represented as G (k, d, m, h), we can partition the group similarly to
, what we did before. Since no shadow is possible outside the A x it area. by replacing everv
, occurrence of n with h, the two theroems Theorem 5 and Theorem 6 can be applied to a
, group G (k, d, m, A) when d < ii or d t respectively.

The importance of this extension is that some of the most frequently used multicasting
,3 patterns in image processing' 3 can now be analysed in term of SF partitions. For example,
' a four-neighbour group around any processor can be represented by a group with k = 1.
,,5 d = 2, m = 4 and h = 3, or G (1, 2, 3, 4), and each multicasting operation to tbe group
436 can be done in one cycle. If we allow a processor to send a multicasting message to itself,
4Y7 then multicasting to its eight neighbours and itself, which is a group of G (0, 1, 9, 3). can
,. be done in one cycle. Similarly, multicasting to neighbouring w x w processors. as mentioned
43, at the beginning of this section, can also be done in one cycle. By mapping hierarchical

multigrids2 or pyramid structures properly onto the logical 2-D structure, each processor
can multicast to neighbouring processors or processors at the next level in one cycle.

• 4.2. Arbitrary multicasting patterns

, As discussed above, there is a systematic way to construct a SF partition for any regular
group. In order to construct a maximal SF partition, we need to merge subgroups of a SF
partition together as long as the newly merged subgroups can still be multicasted without
shadows. Similar partitioning procedures can also be used for arbitrary multicasting patterns.

. The proposed partitioning algorithm presented below consists of two parts. The first part is
., to construct a SF partition and the second part is to merge subgroups to construct a maximal

SF partition.
For purposes of simplicity, we assume that three select pulses are used. namely row select

pulses W1 and two diagonal select pulses W 3 and W 4. The first part of the algorithm

partitions the whole group into at most rFn1 non-empty subgroups. This is done by putting

processors of the group at [1 rows apart into one subgroup. Su.:h a p.,rtitiun is a SF

partition as stated in the following lemma.

Lemma 3. No shadows are possible when multicasting to a group ot processors located at

two rows which are at least rni apart in an n x it array with three ,elect pulses W I. W 3
and W 4.

AA Proof. (By contradiction.) Let the two rows be r, and r,. According to the condition SC,
,,. above, a shadow X must be at one of the two rows, assume it is ro" r,. Accordine to the

shadow conditions SC3 and SC, above, there must be two processors at row r, such that
their respective 45° and -,15" diagonal lines intersect at X. Thcrcore. th.: ditance htt\ee,
these two processors should be two times the distance betmeen the mo ro.s r1 and r,. That

is 2 X f . which is no less than it. Since these two processor, are .t the Namc r,)w r..

their distance could never exceed i - 1. hence no shadow\s ire pok, hie U
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- The second part of the algo; thni first computes a forbidden et for each subgr,)up of the
, ,boe SF partition. A row is said to be forbidden by a subgroup S, if multica.ti.,e to S, and

processors of the group G located at that row will create at least one shadow. A forbidden
, set for a subgroup S, is a set of rows forbidden by S,. Two subgroups are merged to,ether
+,, if neither contains processors at a row wkhich is forbidden by the other. The new forbidden
+, set for the merged subgroup is computed by adding certain ro. s into the union of the two
. onginal forbidden sets. When no further merges are possible, the algorithm stops and a

maximal SF partition is constructed.
.74 The time complexity of the ai.orithm is 0 (n + tn) where in is the number of processors
"3 in a group. This is because the first part of the algorithm t-kes 0 (n) time. Careful anal,.sis
,*A shows that the second part of the algorithm takes 0 (n 2 ) time.

r7 It is clear that no shadow is possible in a group of less than three processors when three
, select pulses are used. Therefore, any maximnal SF partition will always have less than

[mj subgroups. Hence the algorithm will generate at most min (I. [ml) subgroups
, "The partitioning algorithm can be executed incrementally when the multicasting pattern

changes. Adding or deleting a processor from a group to be mu"icasted inolves possibly
spliting an existing subgroup. forming a new subgroup which cor -s processors at the same
row and finally re-merging any subgroups which have since beei, changed.

If the column select pulses W 2 are used instead of the row select pulses W I, the algorithm

, above can be adapted accordingly by partitioning columns which are [-, columns apart

into subgroups and merging them into a maximal SF partition. If all four select pulses
., mentioned above are used. we can start with either SF partitions and augment the condition

which determines if a row (or a column) is forbidden by a certain subgroup and merge
subgroups together to achieve a maximal SF partition.

,, Figure 9 shows the simulation results on the number of subgroups generated by the
., algorithm. For a 20 x 20 processor system in Figure 9(a), when all 400 processors are
, multicasted. there are no unintended processors at all and that is why the number of

subgroups is reduced to 1. If the number of subgroups in a maximal SF partition of a group
G is g, then the time needed to transmit g address frames. one in each cycle, is
g x (2 x n - 1) x c,, in the two-level addressing implementation. However. V x c, is
needed in a unary addressing implementation. Therefore. the speed-up is at least //(2 × g).
Notin2 that g can not exceed n 2. the worst-case speed-up is 1. As shown in Figure 9(b).
with three select pulses. the a\erage number of subgroups needed to multicast to 50

, processors in a 50 x 50 processor system is only about 5. Thus. a speed-up of 5 is obtained.

5. CONCLUSION

In this paper, coincident pulse techniques have been applied as an efficient addressing
mechanism for multicasting among multiprocessors connected by optical buses. Two basic

4, models of a unar addressing implementation have been discussed, and a two-level addressing
implementation has been proposed to reduce the address frame length. Two approaches to

.,' deal with the shadow problem have been presented. One approach reduces the number of
-- shadows by using. check pulses. Another approach avoids possible shadows by constructing

SF partitions It has been shown that for regular multicasting patterns. SF partitions can be
cq-,tructed %stemiticallv. and pccessors can mu,ticast to their . mimiunicaling processors
.,tJh~n one c icle In man ipplications. A partitioninL, algorithm has ,Ilo been presenred for
arbitrarv multicasting patterns :'. ,overall results ot ;he t,.o level ,iidr.,in,, implementation
arc hi,_hcr e.,nie:ic\. o\%er mti;i.mmum optical path requirements and potential 'pc,'d-ups
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Figure 9. Simulation results of the partitioning algonthm

This reinforces our belief that coincident pulse techniques are a pr-mising addressin2
mechanism which can be applied in both parallel memory structures ,:nd multiprocesscr
systems. Finally, we note that in this paper, many technical aspects or pulse generation.
coincidence detection, power distribution and other related issues have not been dicussed.
They can be found in References 5. 9 and 12.

APPENDIX

As mentioned in Section 3.1. the amount of delay that is added on the row sclect nd the
/ ,,, column select waveguides can be obtained by solving a set of underconstrained e',uItons.

In the following discussion, a folded bus model of N = n2 processor is assumed and s, mc
of the previous defined notation is used. Additional notation is defined as follows.

Row (i), Cot (i):
the number of delay loops added on the receiving segment or the r, v select wd ,!Ie
column select waeu~des, respectively, between processor i - I and processor i. \,here
O0i<zN.
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the transmission time of th, row sc: ect pulse L' and the column ,elect pukec L.
5X respectively, reiative to the transmission time of the refercnce pule. %%here 0 : i < a

~. Given that there is one delay loop betwec-n any two adjacent processor on th rcevn
-segment of the reference waveguidle. \ke have the tollowine set ot equatioins for thc Cow.-

314 select waveguide:

SRow ffl T,~ + k. ifit x t :S k < (1 t. l)n (A. Ia)
I T k, other\% se

~' Note that, the number of delay loops added on the reference waveguide has been fixed
therefore a dlegree of freedom has been remo~ed aireaid v. Equation (A. Ia) state-; thaii the
pulse Lt should coincide with the reference pulse at all processors at rowv but should not
coincide with the reference pulse at any other processors. Since T,(L,) - T, = D(L"),
we can simplify the above equation to

k f = k. ifixns5k <(i + On(Ab
D(11 0% ~ otherwise

Clearly, two different pulses cannot be transmitted at the same time, therefore, the followvim!
equation has to be satisfied also:

(D (LI) * D (Lt). if i # j (A. I c)

These two equations, namely (A.Ila) and (A. lb). are underconstrained since both D (L;)s
.4 and Row (j)s are variables. Note that the values of D tL;)s will determine the address frame

length and therefore %~e choose to fix them first and solve the equation for Roiv (j)s. If
D (L,)s are fixed such that D (L;) = i, we can solve the aboxe equations to get

Ro% )) 0 if/ I it
Ro"])= . otherwise

Note that, if the D (L;)s are fixed such that D (L,) = -t. wNe %%ill iet the sadme result j-, in
Section 3.

Similarly. we can have the tollokiing. set of equations for column select \vaveguide~

D('Z o ) k. if k=i - ni. where0 -sin< i

1 tk. otherwise(Aa

D1 DiL-) D (Li,), i i= (A.h

It can be shown that by fixine D (L,,) i. we can 2et the result as in Section 3. Equatiions
and their solutions for check \ Uveguijcs can be simil.irlk constructed.
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Pipelined Communications in Optically Interconnected Arrays*
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One of the simplest mesh augmentation schemes is the
Two synchronous multiprocessor architectures based on row and column bus augmentation. However, exclusive write

pipelined optical bus interconnections are presented. The first access to buses is a major contributor to the low bandwidth
is a linear pipeline with enhanced control strategies which make of bus interconnections. A unique property of optics provides
optimal use of the available communication bandwidth of the an alternative to this exclusive access, namely, the ability in
optical bus. The second is a two-dimensional architecture in
which processors are placed in a square grid and interconnected optics to pipeline the transmission of signals through a chan-

to one another through horizontal and vertical pipelined optical nel. In electronic buses, signals propagate in both directions

buses. These architectures allow any two processors to com- from the source, while optical channels are di-

municate with each other using one (for the linear case) or two rectional and have precise predictable path delays per unit
(for the two-dimensional case) pipelined bus cycles. Further, distance. Hence, a pipeline of optical signals may be created
they permit all processors to have simultaneous access to the by the synchronized directional coupling of each signal at
buses using slots within a pipelined cycle. We show that the specified locations along the channel. This property has been
architectures have simple control structures and that well-known used to parallelize access to shared memory [ 5 1, to enhance
processor interconnections. e.g.. the complete binary trees and the bandwidth in bus-connected multiprocessor systems
the hypercube networks, can be efficiently embedded in them. [22 ], and to minimize the control overhead in networking
These architectures have an effectively higher bandwidth than environments [38].
conventional bus configurations and appear to be good candi- In this paper, we present two multiprocessor architectures.
dates for a new generation of hybrid optical-electronic parallel calledArrav Processors with Pipe/med Buses (APPB), which
computers. r 1es wtACapedrncsPMs( P. B) h
computers, _______________m_______._ employ optical bus interconnections in processor arrays. In

Section 2 we review the basic principle of pipelining messages
1. INTRODUCTION on optical buses. In Section 3 we introduce our linear APPB,

where processors are connected with a single optical bus. We
Two-dimensional meshes of processors have been exten- present efficient approaches to message routing and network

sively studied in various forms and augmentations (23, 26. embedding for the linear APPB as well as techniques for
37]. Large-scale implementations of two-dimensional enhancing the bus utilization through enhanced control
meshes have been built [2, 10. 17 1. However, since the corn- functions. In Section 4 we introduce our two-dimensional
munication diameter of an n X n mesh is 0(n), different APPB. where processors are interconnected with horizontal
approaches have been considered to augment the commu- and vertical optical buses. We discuss routing and embedding
nication capabilities of the mesh to reduce this diameter. issues for this new architecture. We show how binary tree
Meshes have been augmented with global buses [3, 10, 11. and hypercube interconnections can be effectively embedded
351. reducing the communication diameter but giving only and identify key design issues for effective embeddings of
very small bandwidth improvements. Row and column bus arbitrary interconnections. In Section 5 we compare the ef-
augmentations [29. 301 have yielded both a low commu- ficiency of the pipelined bus communication model with
nication diameter and adequate bandwidth for certain classes that of nonpipelined buses and of store and forward corn-
of algorithms. Interconnection networks have been consid- munications in nearest-neighbor structures. Finally, Section
ered for augmenting rows and columns in a mesh including 6 contains concluding remarks.
trees [27. 28. 39] and compounded graphs [18, 191. The
binary hypercube can also be viewed in this context as a two- 2. MESSAGE PIPELINING ON OPTICAL BUSES
dimensional mesh with horizontal and vertical hypercube
interconnections [1 8, 19]. Consider the system of Fig. I a, where n processors, each

having a constant number of registers. are connected through
a single optical waveguide (bus). Each processor is coupled

This work %as. in part. supported b,, \ir Force Grant -\FOSR-89-O469 to the optical waveguide with two passive couplers, one for

and b-, NSF Grant MIP-C 105 3 injecting (writing) signals on the waveguide and the other
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I ' p~nahs i I "h\ \jdemi Prew Inc
nirlht ,lf rcprtxJu,('lonfn an% drt otrm reticr~tJ
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D. same instant, then no two messages injected on the bus by
any two distinct nodes will collide. Here by colliding we
mean that two optical signals injected on the bus by any two
distinct nodes arrive at some point on the bus simultaneously.

(a) This kind of synchronized pulse generation is restrictive but

o it can be met in several ways [ 211. An optically distributed
clock can be broadcast without skew to each node, or electro-
optical switches can be used in place of sources to "'switch

(b) in" pulses generated from a single source. With this condition

FIG. I. (a) A system of n processors connected with a single optical satisfied. every node can, in parallel, send a message to some
wavegulde (bus). (b) A linear array of n processors with nearest-neighbor other node, and the messages will all travel from left to right
connections. on the bus in a pipelined fashion, as shown in Fig. 2. Thus

we use the term pipelined bus. In the rest of this paper we
for receiving (reading) signals from the waveguide [ 20, 40 1. always assume that the collision-free condition ( I ) is satisfied.
Each receiving coupler passively taps a percentage (typically To facilitate our discussion in subsequent sections we de-

Eac reeivng ouper assvey tps pecenage(tyicaly fine some terms. Let T be defined as before and n be the
5-10%, depending on the coupling ratio) of the optical signal f e of tes Lethe eined a bore dne nhe
power available on the bus. Thus the couplers do not intro- number of nodes on the pipelined optical bus. We define n r

duce any delay to the propagation of optical signals along as a bus cycle and correspondingly r as a pew cycle. Note

the bus. However, the degradation of signal power does place that a bus cycle is the time taken for an optical signal to

an upper limit on the number of processors that can be con- traverse the entire length of the optical bus. For the discussion

nected on the bus (8]. As in the case of electronic buses, in this section, we do not include in a bus cycle the time

each processor j communicates with any other processor i taken to prepare and process a message before it can be in-

by sending a message to i through the common bus. However, jected on the bus. This time is explicitly introduced in our

because optical signals propagate in one direction, a processor performance analysis in Section 5. If every node is writing

j may send signals to another processor i only if i > j. a message simultaneously on the bus, then each node has to
wait for at least a bus cycle to inject its next message. NoteAssume that a message on an optical bus consists of a ta ahcceo h iendbsmyb mltdb

sequence of optical pulses. each having a width w in seconds. cyle ea r arra with neares-ne cmunica-
cycles in a linear array with nearest-neighbor communica-

The existence of an optical signal of width w represents a
binary bit I, and the absence of such a signal represents a 0. tions shown Fig. lb. Comparison of the two interconnection

Note that w includes a time for electro-optical conversions, schemes is made in Section 5.

rise and fall times, and propagation delay in the latch of the Let us look at a simple routing task where each node
receiver circuits [61. For analytical convenience, we let D,, transmits a message and each node is programmed to receive
be the optical distance between each pair of adjacent nodes a message from the kth node (if it exists) to its left. All nodes

(it will become clear that the distance between two adjacent start injecting messages at the beginning of a bus cycle, and
all the messages travel on the optical bus in pipelined fashionnodes need not be equal) and r be the time taken for an

optical pulse to traverse the optical distance D,. To transfer without collision. By waiting for a specific interal of time.
a node can selectively read the message intended for it as

ats message fomnd t o nod.Aftea time i j the essagwrite that message passes by the node. In our example, each node
its message on the bus. After a time (i - j)r the message .is to receive a message from node - k and thus must read
will arrive at the receiver i. which then reads the message itmesgfrmhebsaerktmero tebgnig

from the bus. its message from the bus after kr time from the begining
The properties of unidirectional propagation and pre- of the bus cycle. In this way, a message routing pattern in

dictable path delays of optical signals may be used advan- which each node sends a message to the kth node to its right

tagecusly. Specifically. unlike the electronic case, where the has been realized. In fact. as will be seen. we can realize

writing access to the bus by each node must be mutually vanous message routing patterns in a simple, straightforward

exclusive, all nodes in the system of Fig. Ia can wnte on the way.

bus simultaneousl. provided that the following collision- 3. LINEAR ARRAY PROCESSORS
free condition [ 221 is satisfied, WITH PIPELINED BUSES

In the system of Fig. Ia. messages can be transmitted only
Do > bwce. (I) from left to right. To allow message passing from right to

where h is the number of binar, bits in each message, and
c, is the velocity of light in the waveguide. Clearly if this
condition is satisfied and the system is synchronized such FIG. 2. Message pipelining on the optical bus A blank recangle indicates

that every node starts wnting a message on the bus at the -no signal." impling that ,me processor is not sending a message
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left. another optical bus is used, as shown in Fig. 3a. In this either control function may be used. For convenience we
figure. we have two optical buses, the upper one is used for simply write the control function as wait, and we assume
sending messages from left to right, and the lower one is used that the optical distance between each pair of adjacent nodes
for sending messages from right to left. Each node can write t and i + I is constant.
and read messages on either bus as desired. Obviously signals The control function wait can only be used when the
in different buses do not disturb one another: that is. the communication pattern is known to the receiver in the sense
two buses can support two separate pipelines. The system that the receiver knows from which node the message is to
in Fig. 3a is our architecture of linear APPB. For convenience be received. In cases where the communication pattern is
the linear APPB in Fig. 3a is schematically drawn as in unknown to the receiver, the coincident pulse techniques
Fig. 3b. [5. 21] may be used such that an addressing pulse and a

To specify the time at which a node should receive a mes- reference pulse coincide at the detector of the receiver.
sage, we introduce a control function tvatt( i). which is de- thereby addressing it. In this paper we use wait for addressing
fined as the time that node i should wait. relative to the since the communication patterns which we discuss are
beginning of the bus cycle. before reading the message sent known to the receiver.
to it from some other node j. Thus In the following we present techniques for message routing

and network embedding in the linear APPB. For the purpose
twat(I) = I - I r. of evaluating the communication efficiency, we note that a

lower bound on the number of bus cycles needed to transfer
If r is 2onsidered as a time unit, then tiwait can be interpreted H messages in the linear APPB is rH/ni, where n is the
intermsofthenumberofsuchtimeunitsandthusbewritten number of i.odes on the optical bus. This lower bound is
twait( t) = i - i. Clearly if tvait( i) > 0. then the message is obtained by assuming a perfectly even distribution of mes-
to be received from the left: if tvtait( i) < 0. then the message sages along the bus at each bus cycle, that is. every node has
is to be received from the right. If tiatt(i) = 0. then no one message to send at each bus cycle.
message should be received by node i. The value of twat( i)
can be stored in a wait regtister, and more than one such 3.1. Message Routing in Linear APPB

register may be used if a node is to receive more than one Various message routing patterns can be realized in a sim-
message in one bus cycle. pie, straightforward way. Since a routing pattern is deter-

This twait control function. however, has the disadvan- mined by the ,,ait functions, we need only determine these
tages that it depends cruciallv on timing accuracy and is vait functions for each routing pattern. The most common
sensitive to the optical distance D, between two adjacent patterns are:
nodes. An equivalent control function. rnwaii. that does not
have these disadvantages may be defined if we require that One-to-One The system executes a SEND(j, iO instruc-
each node inject a message. real or dummy, every bus cycle. tion. which means that a message is to be transferred from
In this .se we define mtt it) as the number of messages node I to node i. Thus. wait(i) = i - j. where i is a single
that node i should skip betore reading its message. For ex- specific node.
ample, if mwaiUt) = "y, then node i should receive the 1 y I th Broadcast. The system executes BROADCAST(j).
message that passes i on the bus. That is. it has to wait until which means that node) broadcasts a message. and all other
I -! - I messages have passed and then it reads its own nodes t will receive that message. In this case, wait(i) = i
message. The sign of -y determines on which bus the message - j for all i # j.
should be received. Clearly mwait is equivalent to twatt and

Setmigroup Commnuntwation [4]. The system executes a
SEMIGROLUP(,) instruction, which says that some global

.71 OU - _ , information. e.g.. extrema and sum, is to be computed and

0 . stored at node i. This task can be accomplished by having
-X .. AX ,2-, the linear APPB logically function as a tree with the root

being node i. Later in this section we present embeddings
of binary trees \hich facilitate such a tree emulation task.

P'rnutation.s For each node j to send a message to a

1~~~~ -node i= PERMI( 1), where PERM( ) is an arbitrary per-0 Q) 0 mutation, we set viai t) = i - i for alli.

ib We see that the computtion of wamt 0l is yet, simple and

F6 3 ,a I inear irrj procss.'r with pipthned huses APPB I h i uniform The onl, difference among the vtait functions for
- whematic Jraing of'I a different message routing patterns is that the nodes involved
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are different. It is clear that all these communication tasks Thus. to realize children-to-parent message routing each
can be performed using a single bus cycle, except the semi- parent should wait for waitco(i) and waiI,,j(i) time to read
group communication. which takes log( n) bus cycles. Note the messages from its left and right child. respectively. Clearly
that, in the linear APPB. message passing between two nor- this routing task can be performed using one bus cycle.
neighboring nodes is nearly as efficient as that between two For parent-to-children message transfer in E,1 , each parent
neighbors. Specifically, a message takes r more time to pass has two messages to send to its two children, respectively.
one more node on the optical bus. This is not the case in In this case, two bus cycles are needed to carry out such a
the linear array with nearest-neighbor connections shown in routing task, one to send messages to left children and one
Fig. Ib. where to pass a node, en route to another node, a to send messages to right children. Let wait.o(1) and
message has to go through a router. In this sense we may wait, I (j) be the wait functions for a left child and right child,
say that the APPB is communication efficient, and in par- respectively, to receive a message from its parent. Then, dur-
ticular global-communication efficient. ing the first cycle we have

3.2. Embedding Binary Tree and ftypercuhe Networks ( j

into Linear APPB " even.

In this subsection we show how to embed other intercon- 0. otherwise,
nection networks into the linear APPB. Our first example is
the embedding of complete binary tree networks. To show and during the second cycle we have
that a binary tree network can be embedded in the linear
APPB it is sufficient to find the wait function for each pro- J - I j+ I
cessor in the linear APPB such that the desired routing pat- j = odd. andj l.
tern is accomplished. Wait. 1 0)

Let L be the number of levels of a complete binary tree 0, otherwise.
and let the root of the tree be node I. Each node i, i > I.
which is not a leaf node has two children, 2i + 6. where 6 Mapping each node i in the binary tree network onto node
= 0, 1. corresponding to i's left and right child, respectively i (or i - I as was just done above) in the linear APPB is a
(see Fig. 4a for an example). Consider an embedding in straightforward approach. Using this straightforward ap-
which node t in the tree is mapped to node t - I in the linear proach we can embed any type of network in the linear
APPB. For convenience, we call this embedding E1 (see Fig. APPB. This approach. however, may not give a good
4b). In E, the wait functions for node i to receive a message embedding in the sense that it may take more time than
from its children are: needed, in number of bus cycles, to accomplish a given com-

munication task. As is seen next, another tree embedding.
i - (21 + 6) -(n + 6). 1 < 2L-I E,,. has a better communication efficiency than E,1.

waitc.,1 ) =Embedding E,2 may be viewed as pressing the binary tree
l0. otherwise. from the root down until all the nodes fall in the level of the

leaf nodes (see Fig. 4c). In this embedding the two children
levl 0e of a node i are on opposing sides of i. Thus the parent-to-

children routing pattern. as well as the children-to-parent

lee i 2 3 routing pattern. may be accomplished in one bus cycle. Spe-
cifically. if i is a node at level 1, where I is the integer satisfing

ll2" - < ' <2''. then the wait functions for ito receive
'- '- the messages from its two children are

(,)

wait,(I
3 4 \6 __ otherwise.

(b) The parent-to-children message routing pattern in Et, is
different from that in E,, in that the two messages from a

C4 " 7 parent will travel on two different buses. Then the two ries-
71 _. sages from each parent node can be simultaneously injected

(c) on the two buses. respectivel., in the same bus cycle. Hence.

FIG. 4 Fmteddings of complete binar", trees in the linear -%PPB (a) the parent-to-children routing pattern can be accomplished
AA hinar", tree T hl he first emiedding. f, ic) The second emedding. F, in one bus ccle. talpu, can be determined h noting that
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wait.(j) = -waitl,.(i), where i is the parent of j. That is, of its k neighbors if each node sends one message to one
the wait functions for parent-to-children message transfer neighbor in each bus cycle. For example, at the hth bus cycle
are a message is sent from each node to its neighbor - distance

2". To accomplish this, the time that a node i has to wait

w(att 602 L-l- , j > 1, during the hth bus cycle before receiving a message from its
p. 1( j)= I neighbor along the hth dimension is

waith(i) = -- - .

Next, we consider a k-dimensional binary hypercube in

which the nodes are numbered such that if nodes iandj are In our discussions so far, we have allowed each node to
neighbors across dimension h, I < h < k, then I i -jI = 2 h-' send only one message on each bus during each bus cycle.
(see Fig. 5a). Let Ec, be the embedding of this k-cube into In other words after placing a message on the bus in the
a linear APPB such that each node i in the hypercube is current cycle, all nodes must wait until the next cycle to
mapped into node i in the linear APPB. With this embedding, initiate the next message. In the following subsection. we
a node in the hypercube may send a distinct message to each show that such a wait is not always necessary.

2 3 2

4

3

(a)

S4 I9 Q

52
(b)

M, /cm _M/ M_' C C a

(c)

FIG. 5. Ia) - bAinar , hypercube and its dimension assignment (b) Mesage routing pattems in the hypercube (c) Message distnbution in the
h percube
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3.3. Interleaved and Overlapped Pipelining The corresponding wait functions are

Up until now, we have required that each node send only waft, (i) = i - j, j C S,,
one message on each bus in one bus cycle and that the trans-
mission of messages be initiated at the beginning of a bus j
cycle. Given these two restrictions, no specific control func- i-i. j ES,. and 225--

tion was needed for the initiation of messages. However, if) < (j mod 22' ) < 2" - I

some node does not have a message to send during a bus wait(i) =
cycle, a slot of one petit cycle in duration will be created. i - -  ES. and
Interleaved pipelining is a technique which tries to fully uti- 0 m ( mod 22 s ) < 225-2

lize the communication capacity of the pipelined bus by in-
serting a message into any available slot. This may be ac- A node for which the send or wait function is not defined
complished if a node is allowed to place more than one mes- above should not send or receive any message. Note that the
sage on the same bus within a bus cycle, but at different petit times determined by these send and wait functions are with
cycles. To allow for this flexibility, a control function send(J) respect to the beginning of each bus cycle s. Also note that
must be used to specify the time, relative to the beginning since the receiving node i knows the id of the sending node
of a bus cycle, at which node j should write its gth message j (since they are neighbors in the k-cube), it knows which
on the bus. of the two values of wait,( i) should be used. As an example,

To show how interleaved pipelining works, let us now the interleaved pipelining for the messages in Fig. 5c is
examine the routing patterns in E,,. Since message transfers achieved by interleaving message sets ,t and M, in the first
in opposite directions on the two buses of the linear APPB bus cycle and M 3 and A14 in the second bus cycle. The ar-
form two separate and symmetric pipelines, we need to look rowed lines in Fig. 5c show how the messages are being in-
at only one direction. Consider the left-to-right message terleaved, and the resulting message pipelines are shown in
transfer in E, 1, and define k sets. Sh = { I 0 < i < n, 0 Fig. 6a.
< (j mod 2 h) < 2 -  }, I < h _< k, of nodes for the k-cube. It can be seen that using interleaved message pipelining,
That is. Sh is obtained by partitioning the n nodes of the the total communication time taken for each node to send
hypercube into 2h-node groups and including in Sh the first a message to each of its neighbors is k/2 + I bus cycles,
2"-' nodes in each group. For example, for the 4-cube in where the last bus cycle is due to the time needed to clear
Fig. 5a, we have S, =0, 2, 4, 6, 8, 10, 12, 14}, S2 = S 0, out the first n / 4 messages ( sent by nodes 0 through n / 4 - 1)
1.4, 5. 8, 9, 12, 13t,S3 = {0, 1,2.3,8.9, 10, 1l}, and S 4  in Mk that were inserted in front offk-,. Comparing with
= j 0. 1. 2, 3, 4. 5. 6, 7 }. Note that all the k sets, Sh, have k bus cycles, the time needed if each node sends one message
the same cardinality 2K-, and each contains node 0. Hence, per bus cycle, oL. savings in the communication time is (k
in the realization of the binary k-cube using a linear APPB. - 2)/2 bus cycles. Although this savings is significant there
there are k routing patterns. In the hth pattern, I < h _< k, are still unused slots from the rightmost nodes on the bus.
the nodes in set Sh send messages to their neighbors along as can be seen from the message pipeline at time t = 16 in
:he hth dimension in the hypercube. as indicated with the Fig. 6a. We next show how to utilize these empty slots using
arrowed curves in Fig. 5b. Correspondingly, the messages overlapped pipelining.
can be divided into k sets, ,h4, I < h <_ k, which are sent by In overlapped pipelining, we pipeline the message pipelines
the k sets of nodes Sh, respectively. For the routing patterns obtained from interleaved pipelining by allowing the mes-
in Fig. 5b. these message sets are shown in Fig. 5c. sages for bus cycle s to be initiated before bus cycle s - I

Using interleaved pipelining. the messages in the two sets terminates, as long as message collision does not occur. For
ft,, I and M,.,, I < s < k12. are interleaved and sent in the this purpose we define a new control function, step,, which

same bus cycle. Let send,(j) and send-(j) be the times at specifies the time, with respect to the beginning of the first
which node j writes its messages in Vf: , and M,,, respec- bus cycle, at which the messages for bus cycle s are initiated.
tively. on the bus during bus cycle s. Correspondingly. let Clearly, savings in communication time is possible if step,

aitt(i) and waltt(i) be the wait functions for a node i to - Vtep,-, < nr. In this case. we avoid confusion by calling
receive the messages in Vf,,_j and . respectively, during the bus cycles message transier steps.

bus cycle s. Then, for interleaved pipelining we have the In E ,, the control function step,, I _ s _ k/2. specifies
following send functions for a node ; at bus cycle s, I s when S2,,_ and S,, should start sending their messages. Spe-
< k/2: cifically let step, = 0 and let step,. I < s _ k/2, be the time

send, (j) = 0, 1 E S., ,. interval in number of petit cycles between the initiations of

send, () steps I and s. Then. messages from step s and step s - I
will not collide if

f0. ' ES,, and2 2 2 "-<(jmod2")<2:n 3 2, k

1 . E S,, and O <_ ( imod 2 < 2.p , 4
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i=2 G6 CMC5C'1C1r
t=16 CM QM C2 1= CR C2 C =

(a)

1=17 Q 0= Q mZ ___ M W C = CM CM

t=13 QMC5_M= =a= W _ r 2M== M3_C

t _ Ma =3 -= CSI 3_M =_

(b)

FIG. 6. (a) Interleaved pipelining and (b) overlapped pipelining of messages in the 4-cube, (I is measured in petit cycles.)

The send and wait functions defined in the previous subsec- Finally, we note that interleaved message pipelining may
tion are still applicable here. but they are now defined with also be applied to binary tree routing patterns. From our
respect to the time determined by step,, the beginning of previous discussion we know that the parent-to-children
transfer step s, rather than the beginning of each bus cycle message routing in EI has to be done in two bus cycles and
s. Figure 6b shows the result of overlapped pipelining of the that the same message routing task can be performed using
message pipelines in Fig. 6a. Note that in interleaved pipe- a single bus cycle in E,2 . Communication efficiency in E1
lining there was also some overlapping between the two mes- can be further improved by using interleaved message pipe-
sage pipelines generated in two consecutive bus cycles, as lining because during parent-to-children message transfer
can be seen from thei mnessape pipeline at time t = 16 in Fig. only every other node is sending a message. Thus each parent
6a. But, as has been mentioned previously, interleaved pipe- can send two messages to each child in one bus cycle.
lining does not fully utilize the pipelined bus.

These control functions step, send. and wait together result 4. TWO-DIMENSIONAL ARRAY PROCESSORS
in a minimized total communication time. To show this we WITH PIPELINED BUSES
first note that since the cardinality of V,, I _ h _< k. is nl
2, the total number of messages is kn/2. Thus. if we assume Linear optical buses have the disadvantage that message
that the message distribution over processors is perfectly even transfer may incur O(N) time dela2 in an N-processor sys-
in each bus cycle ,every processor has a message to send in tem. To reduce this delay to O( V N), we consider two-di-
each bus cycle), then the t needed for transferring these mensional APPBs. In a two-dimensional APPB. each node
messages is at least fkn/2nl = k12 bus cycles, or equivalently is coupled to four buses as sh -wn in Fig. 7a, where the two
knl 2 petit cycles. In our case, however, such an assumption horizontal buses are used for passing messages horizontally
of even message distribution does not hold. For example, in the same way as before, and the two vertical buses are
no message can be inserted on the bus ,it Processor n - I in used for passing messages vertically in a similar way. For
the first bus cycle, as can be seen from the message pipeline convenience we diagram our two-dimensional APPB as i.n
at time t = 0 in Fig. 6b. Now we compute the total time. in Fig. 7b. Each node in a two-dimensional APPB of size N
number of petit cycles, using the control functions deter- =m Y n will be given two identifications. one being a pair
mined above. It can be shown that of numbers (x, y). 0 < x < m, 0 _ v < n. indicating the

row-column position of the node in the two-dimensional
2 + + . APPB. and the other being the row-major index. = n v.

4 ) 40 < i < N, of the node. Corresponding to the bus cycle

Tht time due tosend, at step k/ 2 is 2 n/4. Finally it defined for the linear case. in the two-dimensional APPB we
define n r and mr as a row hus cycle and a column bus ticC.takes n petit cycles for the bus to clear out. Therefore the respectively, where r is a petit cycle as defined previously.

total time in numh-ei of petit cycles is When there is no confusion, e.g., while talking about message

- )n + I + ,- 1 - transmissions in a row, we simply say a hus ctcleinstead of
a ro4 hus cycle



276 GUO ET -\L

4.1. .Message Routing in Two-Dimensional APPB message to all other nodes (x,. y,). In a row bus cycle. (.v.
V)) broadcasts the message to nodes (x. y,), y] * y. Then in

. unique issue that arises in the two-dimensional APPB the following column bus cycle all (x. ,). including, :. v).
is the relay of messages. Specifically. suppose a message is broadcast the message in their corresponding columns. Thus
to be transferred from node (x.v, ) to node (x,, ,v2), with relayfix. 1)] = y, - y. and wait[(x, "v)] =1c, - x. This
.v, *. x, and v* I .v. Then l'e message may first be sent from communication also takes two bus cycles.
(x,. vj) to ( 1 . y). which is the node at the intersection of
row xi and column Y. in the first bus (a row bus cycle) and Semigroup ComrntUnicat'tI , This corresponds to the
then from (x., y.) to (x,, Y,) in the second bus cycle (a
column bus ',ycle). That is. the message has to be buffered global information is to be computed and stored at node (x.

at node (x.j, v) at the end of the first bus cycle and then y). This task can be accomplished using two linear semigroup

relayed to its destination in the second bus cycle. For the operations, one in rows and the other in a column. That is,
purpose of relaying the message. we define a control function first we view each row as a linear AFPB and do SEMI-relay for node (x me. .) as GROUP(v) in all rows. Then in column '. we perform

SEMIGROLP(x). Thus 2 log(n) bus cycles ,re needed for
this task.relay[(x 1 _)1 = y:- l Permutations. Let PERM[(.\. y,)] be an arbitrary per-
mutation. To avoid using n relays at each node, we can use

which indicates that node (x. '-,) will read a message from a three-phase routing approach [24, 32] or equivalently a
a row bus at time I y2 - yj I ( relative to the start of the row three-bus-cycle approach in the two-dimensional APPB. In
bus cycle) and then write that message on the proper column this approach the fir-t bus cycle is a "preprocessing" step
bus at the beginning of the following column bus cycle. If which distributes messages in each row such that the messages
rela~v[( x, v. ) 0. then no message is to e relayed by node going to the same row will occupy different columns. Then
(x., v). Clearly. in the worst case up to n messages have to the second and third bus cycles will route the messages to
be relayed and, therefore, n relay buffers are needed at the their destination row and destination node, respectively. We
relaying node. Now we are ready to show how the four most note that for arbitrary permutations this approach implies
commonly used message routing patterns discussed in the the use of a centralized controller wiich would compute the
previous section can be realized in the two-dimensional message destinations for the preprocessing step. This cal-
APPB. culation requires the construction of a bipartite graph and

One-to-One The system executes a SEND[(X,, vY), ( i,, Its partitioning into complete matchings, which would dom-

yI,)] instruction, which requires that noJe (-1 . Yj) send a inate the time complexity for the total task of computing
message to node (.1.. V,). We have relai[(x1  t,)] = y) 2 and implementing an arbitrary permutation. In applications
- y-, (in row bus cycle), and wattf.. v.)] = x - X (in col- where a permutation can be precomputed. this time cost can
umn bus cycle). This communication takes two bus cycles, be amortized over many subsequent applications of the per-

mutation.
Broadcast. The system executes a BRODC4ST[(x,. )]

mnst.-ction. which states that node (x. I) broadcasts the same 4.2. Embedding Binarv Trees in Two-DimensionalAPPB

As mentioned previously. arbitrarn message routing and
permutations in two-dimensional APPB may require n re-

,. laying buffers in each node in the worst case. In this subsec-
71r/ -- 1 tion we present an embedding for a binary tree network in

which only one relay buffer is needed to route messages. An
i ,embedding ot an L-level complete binar-. tree into a two-

dimensional APPB with n columns maN be obtained
by (i) mapping levels 0.... k I of the tree to row 0 of
the two-dimensional APPB and ii) mapping level 1. k < i

-, '- -' < !-. of the tree to the 2' rows. 2 .2' + 1. 2
- I. of the APPB such that the two children of the same

at -, ... .~ parent are mapped into two adjacent rows in the same col-
______ _ ___ _ -_ _ umn as the parent. Specifically we -fine our embedling of

a binar tree network into the two-dimensional APPB by a
mapping FO) - (F,(t. F (i)), which maps each node i. I

FIG,- rwo-dimensnal -PPB a ' A pr cessr:o pled w , - < 2' . in the tree to a node (F,(i). F, it1 in the two-
guides in the twi- enional \PPB A chematicdra ingo 4the t',,- dimensional -\PPB Let e a node at level 1. 0 -l / < L. in
dimensional \PPB the binar, tree. The mapping is defined t,\
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0, 1 i < 2 ,  Let wait,(x, Y)], where (x., y) = F(i), be the wait func-

F,(i) L tions for a parent node i to receive a message from its left
1.+ .mod 2", 2 < and right child for 6 = 0 and 1. respectively. For the case I

< i < 2" , the results for the linear APPB directly give
and waiti.4(x. y)] = -(y + 6). For the case 2 k < i < 2L-', let

ibe at level 1, k I < L - 1, and i = p2" + q. Then

F(t) imod 2 <<L F(i) 2-k + imod 2 =2-k + q;

- 1 2 < F,(2i + 6) = 21'I-k + (2i + 6)mod 2 '+'-k

As an example the embedding for the 4-level binary tree - 2 /+1-k + (p 2 1.1-k + 2q + )mod 2 ' +
H-k

in Fig. 8a is shown in Fig. 8b. Let us call this embedding
E,3.E,3 has the following properties: (i) Parent nodes i. 1 = 21"I - + 2q + 6, wait.,[(x, y)] = Fji) - F,(2i + 6)
< i < 2". and their children are in row 0: (ii) parent nodes
i. 2 k-I i < 2 k, which are in row 0, have their children in ( 2 1

-k + q) - (2 '-k + 2q + 5) -(x + 5).
row I- and (iii) parent nodes i, 2 ' < i < 2 L- , and their
children are in the same column. Properties (i) and (ii) are waitp.6(j) can be obtained by recalling that wait,(j)
obvious. Here we prove only (iii). Since in the binary tree - -wait. 6 (i), where i is the parent of j.
each parent node t has two children 2i + b = 0,1, to prove For the case where 2 k- i < 2k, a wait and a relay
(iii) we need only show that F,(i) = F,(2i + 6) for 2 1 i function are needed. Let relay.[(O. y)], 0 < y < 2 k, be the
< 2 L-. For that, let i be a parent node at level 1, where k relay function of node (0, v) for relaying the message from

I< L - I and i = p2' + q for some integers p and q such a child node (again, 6 = 0 for the leftchild and 6 = I for the
that 0 < q < 2;. Then right child) to its parent. Then we can show that

F )2i + ,) (2(p2' + q) + )mod 21 +1 relavb(O. y)] = -1. 0 < V < 2k.

[ (p2l" + 2q + )mod 2"' wait.(0. y)] = 2k - - 6. 2 k-i < Y < 2"

Note that each node (0, v) needs to relay only one child-to-

2q +5 'I -= .[ Fq parent me&sage with the message from left (right) child being
2'- = ( relayed by (0, y) with y even (odd), and that even though

node 0 is not a node in the tree, it helps relay messages. Also

It is now clear that the relay function is not needed for note that relavC. is applicable to column bus cycles. N4ow let

message transfer between parent nodes i and their children relayPA(0, v)]. y even (odd), be the relay function for node
if I i < 2 - or 2  < 2 L-1 However, such a relay is (0, ) to relay the message from a parent (0. Y) to its left
needed if 2

-  i < 2'
. The wait and relay functions for (right) child for 6 = 0 ( I ). Then relaip., is easily obtained

E,3 are obtained in the following. from relav.6[(O. y)] = -wai.[(O, Y)]. And waitp.b is de-
termined as in the linear case.

4.3. Network Embeddings Requiring No Relays

,ri 2Embedding Ej still requires one message relay for com-
7 -munication between two neighboring nodes in binary trees,

5 6 To further improve the communication efficiency, in this
2 --subsection we show how to obtain embeddings of binary

7 -.-- ,, -- - trees as well as hypercubes such that no such message relay
1 4

") *,1 ~ 1 is needed. Two approaches may be used to eliminate message
,' t9 10 .' '1213_.A__ relays by intermediate nodes: a hardware approach and a

9.--, 3 software" approach. In the hardware approach, optical
(aT switches are used at the intersections of row and column

1b) buses to switch an optical signal. say, from a row bus to a
FIG. 8. ia) A 4-le el hinar% tree i Its embedding. E,. in the iAo- column bus. without requiring relay by an intermediate pro-

dirmnsional %PPB. cessor I 5]. In this paper we consider the "software" ap-
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proach. which relies on designing embeddings such that all
neighboring processors in a network are mapped into the
same row or column in the two-dimensional APPB. Thus, T
no message relay is needed and no relay function is required. a, a,.2 , +2 ,.2

This improves the communication efficiency significantly. .
However, it has the disadvantage that nodes in the APPB b,- b,
may not be fully utilized.

A basic measure that is usually used to evaluate the quality (a) J

of an embedding of a source graph G, = V , U, } with a set b,, 2  -

of nodes V, and a set of edges U, into a mesh architecture
with a set of nodes V, is the expansion cost, which is defined (b)

as the ratio of the number of nodes in the target mesh to the FIG. 9. Modular embedding of binary trees. E,,. in the two-dimensional

number of nodes in the embedded graph. Another measure APPB. (a) A building block in which an s-level binary tree is embedded.

useful for such evaluation is the dilation cost. Specifically. (b) Embedding of an (s + 2)-level binary tree.

the dilation of an edge u E U1, which is mapped to a path
Q in the target mesh, is Q I - 1, where I Q I is the number With this result, the expansion cost for the embedding of an
of nodes on Q. However, the mesh model corresponding to L-level tree is
that of APPBs is different from those studied previously [ 1,
13, 341 because the efficiency of the communication between 4L 2L-[,, + (I - 2 -L-s)I 2)b,]

any two nodes in the same row or column in an APPB does CL = ' - 2L I
not depend on the distance between these two nodes. There-
fore the criterion that is to be satisfied by an embedding is 2 L-s[.A, + (I - 2-1L-s)"2)b,]

different from previously studied criteria. Specifically, it is +
desirable to obtain an embedding in which any two neigh-
boring nodes in the source graph are mapped into either the It can be checked that CL is monotonically increasing with
same row or the same column in the two-dimensional APPB, L. However, for large L. the value of CL asymptotically
thus allowing them to communicate with each other using equals
a single bus cycle. An embedding which satisfies this require-
ment will be said to satisfy the alignment condition. Note .4, + b,
that E,3 obtained in the previous subsection does not satisfy CL.max
the alignment condition and thus requires message relays.
That embedding, however, does have an optimal expansion Note that, ifN> 1 and 4,> a,, the value of CL simplifies
cost of 2 t/( 2  _ I ). In contrast, the binary tree embedding to CL : A,/N, = C, > 1. That is, the expansion cost for the
presented in the following satisfies the alignment condition, entire embedding is determined by the expansion cost of the
but its expansion cost is not optimal. This demonstrates a building block. Thus low expansion costs may be obtained
trade-off between the expansion cost and the dilation cost if the starting building block satisfies N, > ,.4, > b, and
for network embeddings in the two-dimensional APPB. C, - 1. Some examples of building blocks are shown in Fig.

Consider Fig. 9a and assume that we already have anConsdeing. an d biasumre ith we ard hae ns 10 with their corresponding expansion cost CL.,,,. Note that
embedding of an s-level binary tree with N, = 2' - nodes in this modular embedding scheme, as the embedding goes
into a two-dimensional APPB of size a, X< b, The embedding one level higher. the number of levels of the tree increases
is assumed to satisfy the alignment condition. That is. all by 2. Thus if s is even (odd) then L is even (odd). Therefore
the neighboring nodes in the s-level tree are mapped into according to whether the desired lee! L of the tree is even
the same row or column in the two-dimensional APPB. Us- or odd, the starting level s must be chosen properly.
ing this level 5 embedding (starting level) as building blocks, To determine the control functions for E,4, let r, be the
the embedding for an (s + 2) -level tree is obtained as shown root at an embedding level 1.1 s + 2,s + 4. L. and
in Fig. 9b. Clearly in this embedding the neighboring nodes (x,. y,) be the coordinate. .e.. the row-column position, of
are again on the same row or column. A still larger tree is r, in the two-dimensional APPB. Then from Fig. 9b. the
obtained by repeating this modular building procedure until coordinate of r, is
the desired size is achieved. Let us call this embedding E,4 .
Assuming that in E,4 the embedding of an L-level tree. L
= s + 2a, q = 0. I .... occupies an area. in number of
nodes, equal to -'IL in the two-dimensional APPB. we may where a, and h, can be found to be equal to 2' "-(a, + I)
inductively prove that - I and 2" ' 2 h,. respectively. Thus.

-I = 2 -'[.A, + (I - 2 ')' 2 )h,J. (x/,.')= 12'' '"(a, + I)- 1. 2'' '1h - 1).
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Let us call each row or column a subcube. Then we have
2k - such subcubes. For each subcube. if we use the column

- - id ' (or the row id x) to identify its nodes, all the control
(a) A 2-level U=, (b) A 3-level a=. (c) A 4A e um - functions step. send. and wait are exactly the same as thosederived for Ee1 in the linear APPB. Thus the total commu-

- nication time for emulating the hypercube can be minimized

0 * -O---O 9 o 0 9 through overlapped pipelining as presented in the previous
o 9 o. 0 o o , 00 0---~ 0-O 00 

° section. It can be seen that all the neighboring nodes in the
o--0o-0 hypercube are mapped to either the same row or the same

(C),A6-R lelr 9 0 0 o-- __ column in .iAe two-dimensional APPB. Therefore E,, satisfies
0 0 Q the alignment condition and thus requires no message relay

0--.9 O 0--0 o 0 ? °for communications between neighboring nodes in the hy-

( A 7. .percube. Finally, since the number of nodes used in the two-
dimensional APPB is equal to that of the hypercube, we

FIG. 10. Example building blocks for the modular embedding of binary achieve a minimal expansion cost of unity.
trees. E,,, and their corresponding expansion costs CL.,,: (a) 1.5. (b) 1.5,
(cl 1.25. Id) 1.3 1, I) 122. M 1 12 5. BANDWIDTH ANALYSIS

In this sectio-i, we evaluate the merit of the pipelined
Now the control functions can be determined as follows, communication structure by comparing it with linear arrays

First, within the building block determine the watt functions which utilize nearest-neighbor and exclusive access bus in-
according to the specific building block in use. Let (x,, Y) terconnections. We evaluate the different models irrespective
be the coordinate of r, the root in the building block. We of the technology used to implement them. In other words,
then need only determine the wait functions for the new we assume that the transmission rate and the propagation
nodes shich appear as we go to a higher-lcvel embedding. delay are the same for both optical and electronic commu-
For example, in Fig. 9b when we go from level s to s nication links.
+ 2. the new nodes are r ,2, u,,,, and v,,. By letting Consider the linear array of n processors with nearest-
wairt¢,r,) be the wait function for node r, to receive a mes- neighbor connections as shown in Fig. lb and assume that
sage from child node ut. we have the physical separation between each pair of neighboring

processors is D. Such an array may emulate one cycle of a
sait ,,(r1 ) = /- --.. pipelined bus in a time n( Tp + TD). where TD is the prop-

agation time required for a signal to travel the distance D
,ait. ,( r,) =-'- )-. + I ), and T, is the time required to process a message at the sending

watt,,,(u) = watt,,_(v,) = _(xv - _v_2). and the receiving ends of a communication link. TP includes
synchronization, message generation, buffering, and routing.

where the coordinate (x, y) is as determined previously. We note that for the cases of interleaved and overlapped
These are the watt functions for the new parents to receive pipelining discussed in Section 3.3. at most two messages
messages from their children. The wait functions for the might be processed in this time. The bandwidth of the near-
children to receive messages from these new parents are ob- est-neighbor connected array. B,. defined as the maximum
tained by recalling that wait =-wait,. number of messages that may be transmitted per second. is

Next we show that the binary hypercube of 2:' nodes can thus given by
also be embedded in a two-dimensional APPB of size 2 ' n I I
x -7 sch that the alignment condition is satisfied. As in the B [ -n( Tp + T[)) T[) p + I
case of binary trees. the embedding is again modular with where P TP
the basic module being the binary 2-cube shown in Fig. I Ia.
X, 3-cube embedding is obtained by putting together two
such 2-cubes side-by -side as shown in Fig. I I b. and a 4-cube O _-1
embedding is obtained by putting together two 3-cubes one ."

aoove the other as shown in Fig. I Ic and so on. Note that (a) ' 2 3

the nodes in Fig. I Ic correspond to the cube nodes of Fig. . ,. - 5
5a. In this way the ezmbedding. denoted E,2, of the binary -
hypercube of the desired size is obtained modularly. 7,-'., - ,-. -

It is observed that in embedding E, each row and column b) (c)

is itself a binarv k-cube. For example, if we take the column FIG. II. Moxlular emedding ot hinan h.,percuhes. ,:. in the lwo-

number v as the node id for the nodes in an row x. then dimensional -N\PPB ( a i 2-cube (hi I-,.ube (c 4-cube Aith the node labeling

row x is a binar\.l k-cube consti,:g of nodes v. 0 -" v - 2', corresp)nding to that in Fig 5a.
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For the pipelined linear APPB, the optical distance, Do. curve for a < I corresponds to the case where the message
between two consecutive processors should be larger than length is less than or equal to the physical separation between
the message length bw (see Eq. ( I ) in Section 2). In other processors, while the curve for a > I reflects the case where
words, if D > bwcg, we set Do = D, otherwise Do should be message length is longer than the physical separation between
made equal to bwc, (for example, by coiling an optical fiber) processors, and thus the optical path has been extended to
so that each processor can inject a message into the bus accommodate the entire message. By taking the limit of Eq.
without collision. Thus, the signal propagation time, To, (3) as p -- c, it is clear that, for fixed a and large p, the
between two consecutive processors is maxJ TD. aTz, . ratio B,/B approaches n. Also, when p = I and a < 1, we
where a = (bwc,)/D. The pipelined bus cycle time is then obtain Bp/Ba = 2. In Fig. 12b we plot B,/B. versus p for a
To + nTDmax { 1, a }. Given that n messages may be trans- fixed-size array with n = 64 and for several values of a. These
mitted during a pipelined bus cycle, the bandwidth of the plots show that the pipelined bus is more effective for larger
pipelined bus is values of p and smaller values of a.

For multiprocessor interconnections. D is determined by

BP n (2 ) placement and routing within VLSI chips. by PC board con-
+ n Tt2max nections, or by back-plane interconnections. In all cases. D.

and therefore TD. is relatively small. Given that Tp is. at
and thus, least, on the order of microseconds, the ratio, p, of processing

to communication times should be much larger than I (on
Bp = n(p + I) the order of 10-1000). Also. with current technology it is

B- p + n maxi 1. (3) reasonable to assume that a is relatively small (between I
and 10). For example, for board-to-board communications

In Fig. 12a a parametric plot showing the relation between (D - 10 cm). it is possible to drive an optical communi-
Bp/B, and p is given in terms ofn for a _< I and ca > I. The cation line at the speed of 10 GHz. Assuming that the speed

of light in optical fibers is c, = 2 X 108 m/s, and that each
B message contains b = 16 bits, we obtain a = 3. The same

value of a is obtained if optical communications are imple-
............................................. mented on GaAs wafers at 100 GHz and a physical processor

separation of I cm. Note that the value of a may be reduced
if parallel buses are used to reduce b.

Next we compare the bandwiath of a pipelined bus with
Sa>1 that of an exclusive access bus. Given that the bandwidth of

- -an exclusive access bus is B, = I/( Tp + nTD), we have

BP = n(p + n)
ni B, p + n max l.a

I n-2 tn -2 a

1a) This shows that as aY approaches 1, the pipelined bus can
accommodate n messages in the same cycle time as the ex-
clusive access bus. For larger a. the pipelined bus cycle will

64 ------------ ............ --.---..----.......... be stretched to accom m odate the length of the messages, and

thus, the performance gain due to pipelining will be less
32-than n.

16 ./The above analysis is independent of the media used for
communication. If optical pipelined buses are to be com-

" pared with elctronic buses. then the phxsical constraints on//

. a to the electronic propagation speed should be taken into ac-

count. Specificallv, the effect ofcapacitive loading and mu-
tual inductance on the signal propagation speed (the trans-
mission line effect) should be considered. Thus, message

I pipelining using electro-optical technology offers a potential
10 ,lb I W for substantially enhancing bandwidth utilization. Funher.

FIG 12 lThe ratio. H, B, t the nand(Ndth ol a pipelined hus to that pipelining techniques will be of increasing effectiveness be-

.)I a linear arra% with nearest-neivhNir connections X% a functi o ,)I cause this technology offers the capahilit% ot'generating serv
and - a \ parametnc cure 1 hi F r a hxed-;ize s iem ,th n - 04 short pulses [ 12. 331. thus reducing it and decreasing o.
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6. CONCLUDING REMARKS electro-optics (gallium arsenide, custom couplers, and dual
level bus structures) we believe that l0-GHz buses of over

We have presented efficient communication architectures 400 processors are feasible. Further, we believe that near-
which exploit the optical signal's properties of unidirectional term technologies such as fiber amplifiers as well as alternate
propagation and predictable path delays in order to pipeline bus structures will alleviate the power distribution problem.
messages on optical buses. As shown in Section 5, the pipe-
lined model has its merits irrespective of the technology in REFERENCES
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Time-Division Optical Communications in Multiprocessor Arrays

Chunrning Qiao and Rami G. Metam

Department of Computer Science
University of Pittsburgh, Pittsburgh, PA 15260

Abstract transmit. By arranging spatial separations and control-
An optical communicaticn structure for muhi'pro- linig transinission (or receiving) times of processors,

cessor arrays that exploits the high communication time-divisioii multiplexings (or demultiplexings) can be
bandwidth of optical waveguides ts proposed. The struc- done without using multiplexers (or demultiplexers).
ture takes advantage of two properties of optical signal Several time-division switching approaches can be
transmissions on waveguides. Namely, unidirectional applied in a multiprocessor system corinected by optical
propagation and predictable propagation delays per unit buses. In the first approach, each processor is assigned a
length. Two novel time-division multiplexing approaches fixed time slot and transmits or receives a message dur-
are proposed for non SIAD environments to obtain a ing that particular time slot. A sequence of time slots
communication bandwidth comparable to that of mes- formed on the transmitting segment f a bus is rear-
sage pipehning in SIMD environment.. Anal'sis and ranged via a time-slot interchangcr [21,241 and then for-
simulation results are given to evaluate the communica- wardcd to the receiving segment. Each time slot of the
tion effectveness of the system. A clock distribution output sequence contains a message destined to the pro-
method is also proposed to address potential synchroni- cessor corresponding to that slot. In the second
zation problems. Finally, feasibility issues with current approach, each processor is assigned a fixed transmitting
and future technologies are discussed. time slot. A sequence of time slots formed on the

transmitting segment is directly forwarded to the receiv-
1. Introduction and background ing segment without interchanging time slots. Instead of

Optical interconnections for communication net- assigning a fixed receiving time slot to each processor, a
works and multiprocessor systems including both free- SIMD environment is assumed where each processor
space and guided wave [7,8,9,21,22] approaches have knows which processor is sending a message to it and
been studied extensively in the literatures. In this paper, knows the time slot that contains the message. Sinc
vc propose a waveguide interconnection s.stem with there is a one-to-one mapping between a source procc-
time-division communications. sor and a time slot, we call this approach timc-division

source-oriented multiplexing (or TDSMI. It has ai
Time-division communications are especially use- s en rered t ipe ing in [7 . I hJ.

ful in optical interconnected systems V here high com-
munication bandwidth can be exploited. Optical pulse TDSM may also be applied in a non SIM)
transmissions on a waveguide have two distinLt proper- environment, where sojrce processor, are not known to
tics trm electrunic signal transmissions, namck uni- the destination processors. In this ca,,. each messacc
di::,,tional propl:--auon and predictable propacation should contain address information so that eja.h proces-
dcla s per unit lcngth. In a multiprocessor system con- sor will be able to receive messages upon address decxl-
nctcd with an opucal waveguide (or bus), relationships ings. Another approach, which is also applicable in a
hi%4cen the spatial and temporal positions of transmitted non SIMD en\ronment, assigns a fixed receivwn2 time
pulses can be established. For example, if two proces- slot to each processor. Ea'h message is transmitted dur-
sors transmit a pulse on the wa\eguidc at the same time, ing the rccei ing time slot assigned to its dcstin.!on
11e difference bcitAcen arrival Limes of thee two pulses processor. Since there is a one-to-one mappine bewccn
':t any chccl.poir.- do nstream, is equal to the propaca- a desunation prkxessor and a time slot. w c call this
tuon dela, s K-t",cn the two procesoor. In other wAo:J,, approah urn .1 'I.ri u. stincto-ori¢:tcud multiplexing

- spatial scparauon of the two processors dctermiis (or JDDA! Sinc each destination oil, ha, one dcd!
",0 tLmporal separition between the ulscs they caled receitino 'ime-slot, contentions can c(cur i1
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se.eral sources want to send messages to the same desti- Let v be the pulse duration in seconds, and let cb
nation. One way to ensure exclusive ac,:cess of a uni- be the velocity of light in the waveguides. Define a unit
slot is to use a reservation scheme. time to be the spatial length of a single optical pulse. tiat

In this paper, we will discus., TDSNI and TDDM Is WXcb. Starung , th the fact that all three wavegu:des

ap-roa~ichs and apply the combination of these two in have equal intrnsic propagation delays, we aid one timeunitahe anda betwee any tomwno prcssr toen two reevn
our system design. We use coincident pulse techniques unt delay between any two processors on the receiving
!3, 13, 2(1 to encode address information that is con- (lower halfl segments of the reference aveguide and

tnned in messages. In order to explin coincident pule the message waveguide as shown in Figure 2 (a). Since

addres-mg. we consider an optical bus connected linear there are no changes on the transmitting (upper half)

array of N processors, as shown in tgure 1. segments of any waveguide and since the message
waveguide has exactly the same length as the reference
waveguide, Figure 2(a) shows only the receiving seg-
ments of the select waveguide and the reference
waveguide.

A source processor sends a reference pulse and a
select pulse at appropriate times, so that after these two

-- pulses propagate through their corresponding
waveguides, a coincidence of the two occurs at the

Figure 1. A linear optical array desired destination. The source processor also sends a
message frame which propagates synchronously with the

Each processor transmits on the upper half seg- reference pulse. Whenever a processor detects a coin-

ment of a bus and receives Irom the lower half segment. cidence of a reference pulse and a select pulse, it reads

The optical bus consist, of three ,,aveguides. one for the message frame. More specifically, Let t,,! be the

car'ying niessages (the message waveguldt ) and tso for time when processor i transmits its reference pulse and

carrying address information ( the reference wave.uadc t,(J) be the ume when it transmits a select pulse. These

and the select wavegwde. Messages are organized as two pulses will coincide at processor j if and only if

'i vae ianes, which have a certan fixed length. The 0

propagation dela,, on the reference ,Aaeguide is the
same as that on the messace waveguide but not the same where 0 5 i, j < N. This means that for a given refer-
as that on the select waveguide. A fixed amount of addi- ence pulse transmitted at time 1,f, the presence of a
tional delay, which \.e show as loops in Figure 2, is select pulse at time i,, - j will address processor j
inerted ont, the reference \avcguide and the message A hile the absence of a select pulse at that ume wIll not.
'Xaveziide. In essence, the address of a desunation processor is

unary encod.'d by the source rrocessor using the relatixe
transmission time of a reference pulse and a select pulkc.

KJ: Call the durauon of each pulse, it . a pulse slot. A
.- 2 *.,sequence of pulse slots on the select %ka\c:uidc. each

________.__*with either the presence or th, abxencc of , select pukke

rclause to a giten reference pul-e. is called an a,.rt t,
fram Figure 2 (h) shots a snii;pshot of a rcfcr,'nc

I ' -,, , It', . h,', pulse and an -J lres frame just after thc i e
transmitted. At the transmission time. the selct pukc is

Sunit, behind the refcrc,.ne puls, Since the relhret,
. I pulse ' ill be dlacd by one unit each time it propacare,

- I .- through a processor on the re;i.esinc segnent ol che
relerence Aa gde, the e tso pulses v ill coin, Id at

'~ I •processor 1,

With the aN)e unar\ addres,..i, an addrs,
h, ; I.i (rarve rclv P.+ frame contin- .% pulse si an is es,, c ts.s' a Lm ,

multiplexcd scquenc of puLj, slo:,, ea h t.orr, , )i.:, -,

F cure 2. 1-nar" coimdent pal<c adA'".m c to a destimaion pf c-,,or .s\ the address frame Pv -

pagates thror -h ti,- retci.ing s:gment ot t l,,. s.



demultiplexings of each pulse slot is performed %kith '~

respect to a reference pulse via unit delays added on the
r-ference v.aveguide. Address decoding, which could
oe a bottleneck with traditional acdire.ssirig mechanisms, ko. 8-

is done through the dtection of a coincidence at the des- -

tinaun.

Define a packet to be a collection of information-
including a message frame, an address triune and a ( --- . R.- b.

reference pulse. Let P be the length of a packet in time
units and D be the spatial sepaniuon of any two adjacent
processors on an optical bus. Bccausc an address framz
lenoth is N time units, we hase the condition P !N.--
With TDS\I communications, if all processors transmit(-
packets simultaneoiusly, then the condition D P has to 4

be sarisr ed in order to prevent packet overlappings. This
condition, together with the condition that P N, limits
the system site N. In addition, the address frame length
could be longer than the message frame length if N is
large, r suiting in inefficiency. Another factor that lim- Fgr .Sse ofgrto fteAO
iv.s the system size relates to the power distribution. Fgr .Sse ofgrto fteAO
Specifically, the system size is limited by the minimum
powkers that can be detected at the last processor in a
linear sv~t.eM Pr fom a columln bu

Because of these shortcomings in a linear system,.........
we prop,)se a two dimensional nxn array called ASOS
for Arrax% structure with Synchronous Optical Swiiches.frma:a
In Section 2. we present the system configuration of the 1,ma

M.~ hum rD- ba
proposed .AWSS. We also showk how communications in____
the ASOS are done with .DDNI, TDSM and the combi-
nation of the two. In Section 3, we give analysis andt
simulation results that relate to communication effec-r
tivcricss of the system. In Section 4, we address the
potenitial s~nchront/juton problem and propose a -lobai
clock distibution model as it relates. to the packet size
limitation. And finall in Section 5. we determine the Figure 4. Connections of a swiFtch
mei-rits of the Jesien and conclude the paper.

2. *Arrai structure %ith sinchronous optical si% itches A processor can transmit on the upper segment of
a row, bus t;hilc receivino fromn thc lower seemnrt of I

2.1 Swmconguatonrowk bus and the ri-,ht see-ment of a clum111n bus Lon-

h-,%,irn cnfiuraton f anArr siu :ureurnn th- As sliown in Fi.ure 3. an kiticaId swirtch I,
The'~ temconiguatin o anArr stuctre pIked at each intersection of the lowecr segmenrt of a r(

ithS~ ~hrnou Opica Swtchs tr A0S s ~cv~ n bus and the left s :eet of a colunin bus. The sw ,it h
in TicUrtc . Proccssors in the A5U' are conne( ted %kith a connoc:t, a ro,. anid a tiumn Nus as shown in Fiurc
set of 1h'lJcd hon/ontal lrowk buses and \L~ral 4 ,Uch swirtch is a 2-2 optikal device wkhi~h can be in
fj lumni hasecs. each consisting of three wkavcguides as oeo h w ttssrih rcos ssoni i

in a lineac sstm All row4 bu~es are assurnI ed to be oeo h ~osae taito rsasoni i
u-,1 . If a s itch i the straight state, a mesc

Identical, so are all column buses. During the cour1e of a~tpoaaig narwbswl cniu rpct
the folowmck IF:1-resentation, rows, are numnIbered from top ingL' pr oaL er.n if a rwitc ius \inl cotue ropsat. a

to b')ttonm and columns and prokessors are: nurFFlfk'C pikipredjn:o ok ,%ilh

~ t nht sw- dO% er to a colu-Mn bus', Several3 kin,11 Pf opt lal
'A . :' j 11o 1-k u-cld f (r th I- p u I1 %,k I, 2 .;),1 ,,A itcLh

kontri'l is, straightlormard in .4NM), a, wkill be discusscd



in the next. s.ctliof. A global clock is used lor synchron- beginning of the train is at processor n, a communica-
AltI.) r a,')s5e and it is assumed that a!' processors and tion phase begins. Packet slots in a train are numbered

->.,iihs rc Ieidentical copies of the synchronization as n , n-l..,I from left to rig'ht. Two ali3Lent pvck -t
jock. Hlow synchron iz-ations can be -ctain;. Alithout slots in a train are separated by D units. That is, there is

it,, ttbe)% assumption is discussed in Section 4. Note a gap of D - P units between two slots. WC Lall a train
that. synchronizing the communication structure does originated at the beginning of a row phase or a column
not mean that the processors have to execute in a syn- phase a row train or a column train respecubvely. Note
chronizod mode. Each processor may execute at its ow~n that column buses, switches and taps are omitted from
Pace and submit messages to the communication struc- the figure. Further, a row or a column train should be
tart. indcpcirdently. The delivery of messages, however, regarded as three separate trains on the message, select
is controlled b', a synchronized structure. and reference waveguides respectively. Nevertheless,

when there is no confusion, we will view these three
2.2. Ro% and column communications trains as one on either a row or a column bu.

Communication between processors at the same Assume that a train is originated at the beginning

r".,, whic.h we call rovK communication, use each row of a communication phase (at time t,). Let PArrOl, p )

hu, tot transmitting and receiving messages with be the time that the PS, arrives at processor p on the
,% itches set to the stznicht state. Since packets can not upper segment of the bus. We have

be transmitted directly on column buses, communication PArr (t , p) I , + (n - i)D + (n - p jO
between processors at different row, w~hich we call
column communication, use both row and column buses =t, + T - (i + p - 1)0 (2. 1)
% ith switches connecting them set to the cross state. TeTS sue narw h-e ahPi
Row communication and column commanication alter- The train is usie ed a rowmttn phse. t Eac P,s i a
nxe. in w~hat we call roK' phases and colunin pkijser o ri sasge satanmtigsu opoesr1

rc~p .tvcl. Switces lteate ficr to sttesaccrd- Each processor can send out one packet during eac:h row&
rc'ectvel. S~ iche alernte hei tw sttesaccrd- phase and each packet contains unary coincident pulse

intl\. All switches are set to the same state simultane- addressing information. More specifically, let t, be the
ousl~time when a row phase begins. processor itransimits a

Let the optical path length between any two adja- packet, if it has one, at time P_-Arr (i, i). That is, as the
cent processors (or two adja:ert sv. itches) on a row bus train propagates through the tipper segment of a row, bus,
be D units long. in order to allow simultaneous processort loads PS, with itspacket.
transmissions or switchings of packets without overlap-OnadntgofuigTS ishtaprcsr
pings,, we require D P. We further let the folded Oanivoe adata oe u sin TDS m s a a roc eo
c~al path length on a row bus be D units (see Figure 5) ca1eev oeta n msaefae nasnl

Let = 2n -I D be he ed-t-en proagaion row phase, a capability which is usually referred to as
Letr =2n 1) hetheendto-nd rop~'aior r-ia-I communications. Another advantace vwit-l
dcls~ f aro~bus Siilaly.lettheoptcalpat legth TDSM is th .i a processor can send out a message frame

I *et\~kcen two adjacent processors ( (ir two adjacent to sev eral dk"sunations in a single ro~x pha\' efcoi, a
sitchesi on a colUM11 bU, be D units lngi and the end- x ihi sal tiinl

io-nd ropli~tin dla\s o a olmn us~c Iunis.capability % hc suul referred to as mulujcaqin_-
io-cd pot'caton dla~ ofa clumnbusbe unts.This is done b\ rultiplcxing several select p!e.COL1n

corresponding to one destination, in an addr-,. frame
11 3, 201.

Since a train is nD unius lone, the last palket slit
of the train, namels PSI. leaves rrocessor n on tfic

- -~ '' ,upper segment at the Lime t, -nD . At that time, the ro~k
phase ends and a column phase beins with a colun
train orivinated. In a column phase. Tl)DNI is used.

Figure 5. Onginating an imagined tram Each PS, of a column train is assicned as a recei\ ine
slot to the i-th switch at a rovw bus. That is a pact

Time-division multiplexing in th,, AM L n hV transmitted dunng PS, is to be sv itcd to coiw-nn 1-as i

h, i e,'_ined ti-.me th, :r;.:,/th'cmdld-rie If more than one pro'cesor w ant to send p ike:s toi the
I , m(1,, dc\,ibcd same column bus, packest slot oonwcnti..m- xd' B cur.

bclr. Each time-slot is P u !t, 1or7c ar- i Q. :!u. haotnin r ovdhsu~pce ltrsr

r) .u~ PS'.rion amrin thatd a, train of~c no paV-t i
r ciPc. on arov ibu, a-.t shs train tc' n When~ otheI vation s~ henits a, w~ill b"- d,. I' -Ad later. For no~~k

or,: , ,dl n am\A hu- ash, % r inFt .i~c hcnthe assume that re~cr\,tions of ever\ pa--Ket slots ha~c been



done and therefore only one processor will transmit a train is propagating on the lower segment. Note that the
packet during any specific packet slot. Note however, beginning of PS, of the row train is also D - P units
that a processor could send several pack..Ls, each to a away from the end of PS: of the ,recccdin column train.
diff. . nt column bus, if it has reseved the correspond- Therefore, even with non-negligible switching time S,
ing packet slots. all svuche can be set back to the strajght state A hile the

During a column phase, each processor loads row train propagates on the lower segment of a bus.

packet slots that it has reserved while the train pro- When switches on a row bus are set to the cross
pagates through the upper segment of a row bus. More state, switches at other row buses are also set to the cross
specifically, if processor p has reserved PS, it will state simultaneously. Since two adjacent switches on a
transmit a packet which is to be switched to the column row bus are D units apart, packet switched from dif-
bus Lat time PArr(i, p). T units after a column phase ferent row buses will not overlap with each others on a
begins, each packet slot of a column train will amve at column bus. Rather, these packets will form a train on
IL, c,)rresponding switch simultaneously a.s shown in the left segment of a column bus, as shown in Figure 7.
Figure 6. Every switch is set to th, cross state for P
units to switch a packet over to a column bus, with Column bus.

vhich the destinaton processor of the packet is con-
nected. That is, if a column phase begins at time
t, = t, + nD, then all switches xill be in the cros, state
during the time period from t, +T tote +T+P. Note
that, we have assumed a negligible switching time. In ro, bu., 1 0-

roality, the switching time ranges from a few hundreds
of picoseconds to a few nanoseconds. If S is the time
needed for a switch to change from one state to the
other, it is sufficient to let D = P + S and let switches r,,'u2 -i

start svbitching to the cross state at the time t, + 7- - S.
E,,.h s ;tch will stay in the cross state for only P unts
and start switching to the straight state at the ume ,

1 -1+ P. Note that, in a non SIMD environment,
TDDNI has the advantage of timc!y and orderly
delivery'ing messages to passive destinations, such as , , -
switches, without address information.

I colrIMn 3 column bu- M

_____________Figure 7. A packet train formed on a column bus

PS. After a packet is switched, it will lcave Lhe Lc't
-- segnicnt and propaga, on the right segment of a column

j bus by the time switchcs are set to the cro-s state again.
That is. no packets or, an\ column bus \, ill be sik itehcd
back to a ro.k bu, Ler, packet contains an tJdrc,.frame encoicd u'ong :oincjd~nt pL:Ise tc.hiqucs and a
coincidence ixill occur at the dcstination procesor, as

- \,%ll be describekd in the next subsection. In es.sence.
TDDM is used to s\A itch a packet onto a proper column

Figure 6. Simultaneous switchigs of packet slots bus and the dcstination processor on that iolunn tu., is
ihen addressed using the coincident pulse techniques.

Before a column train is searched, a ne'x ro%,
phae begin,.. A column phase end., a, soIn as the last 2.3. Coincident pulse addressing
pa. kt s\'lot o!a .oluma train. namely PS .. leas, pro- .. , n.eil:u.l,'d ;n the prc ious setion, coir lidcn,
,c ,r n on the upper '.cgnlent That is. a ,o&unv' phas" p,! c aldressir- arc used in both roy. and column .r,-
al-o ic,...) un!i time A row train will be originated nAunc,:.nlns. . h ro% bus is ,imilar to a bus usCd It-, .
iA ;rpac ::,ne tnthe upper segment AhIlc a &,lumn ihnar ,Nstcm refct to Fi.ure I and Fi..ure 2a)). Lach



column bus can be viewed as a row bus rotated 9&; phase. To reserve packet slots for a column train, a
degree anticlockwise. That is, on the right (receivinL- correspording tran, which .e :all a rcervatwn traiz.
segment of a column bus, one unit dla. is added is originated on a reservation waveguide, The reserva-
bctcn any two adjacent processors on the message tion train alfo con'ists of n reservation slots with the"
wavecuidc and the rccrence vaveguide. same separations between two slots as in a column train.

A packet in a row train propagates only on a row Each of the reservation slot in a reservation train is used

bus, that is, its reference pulse will encount added delays to arbitmrte the reservation of the corresponding packet

only on the row bus. To cause a coincidence of the slot in a column train. The time period from the origina-

reference pulse and a select pulse at processor j of that tion of a reservation train to the end of reservation

row bus, the relative transmission times of the two operations on its n reservation slots is called a reserva-

pulses should satisfies equation (1.1). A packet in a ion cvcle. A restrvations cycle can overlap with a row

column train, however, propagates on a row bus and a phase and a column phase as long as the reservation

column bus. A reference pulse of such a packet will results will be available in a corresponding column

encounter additicial unit delays on the right half seg- phase.
ment of that column bus before arriving at a destination Three reservation schemes have been studied. The
processor. More specifically, if a packet in a column simplest reservation scheme is the linear priority scheme
train is destined to a processor at row i and column j, its in which protcessor upstream are given higher priorities
reference pulse will first encount j added unit delays on than processors downstream. When competing for a
a row. bu- and then n - i added unit dclays on a column reservation of a packet slot, the processor that has the
bus. Therefore, to cause a coincidence of the reference highest priority among all competing processors A ill
puke and a select pulse at that destination, the relative succeed while others will fail. For example, in Figure 8,
transmission times of these two pulses should satisfy the processor n is given the highest priority and processor I
foliowing equation the lowest priority. After a reservation cycle begins,

each processor monitor. reservation slots of a reserva-
t5, =t,, -j + (n -i) (2.2) tion train propagating on the upper segment of the reser-

Since we have 1 < j + (n - i) < n - 1, the length vation waveguide. If processor p wants to reserve

of an address frame should be 2n - I units long and packet slot i, it transmits pulses to the left while also
therefore D _> P > 2n - 1. Note that, based on the row detecting pulses coming from the right during reserva-
aind column number of destination processors. each pro- tion slot i. If no pulses are detected in that period, pro-
cessor can select appropriate packet slots to send packets cessor p has succeeded in making a reservation for PS,
with the address information, and routings are accom- since no processors urstream have attempted to reserve
plished through propagations and possible switchings of it. Otherwise, processor p fails and a processor upstream
packet slot trains, has succeeded in reserving PS,. Reservation operations

will finish as soon as the train leaves the upper segment.

2.4. Packet slot reser,ation scheme Assuming that a reservation slot equals to a packet slot.
a reservation cycle will take T units.

As mentined earlier, when loading a column train

using TDD%, packet slot reservations are required to The problem of the simple linear pnority scheme

re (-t: conteni~ons. Re rvotions can be made con- is the possibility of starvations. Processors downstream
e with lower priorities m..iy be indefinitel\ blo,:kedCm'Tcnitly with message transmi~sions umin L se -paratec
tecause some hi~her priority processors at the right keeptolded \,aveguides., \hich %k call rcwrvan

wave ,wde, one at each row, as in Figure S. making reservations. In the restrained linear priority

scheme, linear prioritcis among processors are still
enforced but we require a proctcasor that succeeded in

rc c rIi .,av k ,ii lc reserming a packet slot ni a previous cycle to retrain
from making another reservation for the same packet

-" slot until alter an id/e cycle in which no processors
re-rvc that slot. Therefore, any processor would he abe
to succeed in makinv a reservation for a packet slot
wi ithin n cycles and no star\,ations are therefore possib.

Figure 8. A reservation waveguide Ncverthcles,. u-ne this scheme, a highcr prioriti

Ther, d.c n pjket lot,, to be resersed for each processor still has more chances of success than lover
c, .mrnn tn, n before the train is loaded in a column pnonty proes,,rs ,hen competing for rc>ersauons

The third scheme lulls cmplus s round-rotin tr sclik
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polling [1 1 A processor currently with the highest B, + B, n (L, L, )B rnP
pnorty ic: a packet slot among all cempeting proccssors Be - 2(P - S )(34)

will succeed in making a reser-auon. In the next reser- Note that, from equations (9..,, the switching
\ation cycle, it will become the lowest priority one when spce S, relative to the packet lengthP, largly deter-
,.omnpeting for the same packet slot. Mea,iwhile, the pro- mines the system efficiency and bandwidth.
cessor with the priority next to the one succeeded in this
last cycle Awill have the highest priority and all other pro- Packet slot contentions in column communications
cessors \kill adjust their priorities accordingly in a cyclic not only can decrease the effective bandwidth but also
order, can introduce delays for packets. In a column phase, a

Implementation issue of the three reservation processor will not be able to send out a packet unless it

schemes are discussed in dleti in [191, \hich also has succeeded in reserving the corresponding packet
slot. The packet that can not be sent out due to an

includes simulation results regarding the fairness of thethreeresc~auo schmes.unsuccessful reservation hits to be_ delaed unuil a future
thre reersaionschees.column phase. Define packet delays to be the number of

3. System bandwidth and packet delays column phases that a packet has been delayed due to
. eunsuccessful reservations of the corresponding packet

Let B, be the maximum transmission rate at slot. Further, assume that during each column phase, the
hich a processor can drive an optical bus. Then tLe number of packets that each processor generates is a

maximum bandwidth of a row bus is Br., and the max- poison process with mean rate ? where X < 1. The desu-
imum bandy. idth of the n xn ASOS is nB ra. Since dur- naner.o, of these packets are evenly distributed among n
ing each packet slot which is D = P 4 S units, at most P columns. That is, on the average, out of ? packets gen-
unit messages are transmitted. Therefore, the maximum crated by a processor in each column phase, only
elfiLiencv. e, is ?"y= ,- packets are destined for colamn bus i.

P n
P---7- (3.1a) We first examine the average packet delays using

the round-robin reservation schemz. A natural analvuc
And the maximum bandwidth achievable, Ba, is model to use is the model with multiple queues and a

B, = n xBr, x0 (3. lb) single server. Each processor is viewed as a station with
an ideally infinite queue. The server selects a station to

Assume that on average, each proces,,or generates serve in the round-robin fashion. The service time is a
L. pa,:kct,, during each row phase and L, packets during constan, unit time (which is one column phase). In 123).
eah c( lumn phase, where 0_ <L, L, S 1. Denote the a similar model is analyzed v\here the reply interval.
axercee number of packets generated per packet slot by defined as the time for a server to switch from one ,ta-

L. •tion to another, is assumed to be non-,ero. For modelsbU Then L,- = r -n- The average throughput, orS ieth zero reply interval such as ours. only approximate
eftectve bandwidth in a row phase, B,. is analysis are given [12]. Hov\cver, if we viey the above

B, = L, xB, (3.2) model with multiple queues as a single queue, V D I
model with the FCFS €First-Come First-Ser~c) polax

II v,, a,,ume that the destinauons ol generated packets we will ha\e the same result for average packet delays
arc unil,,rm t distrbuied among n column buses, the for both models. In fact, %kith the same assumptions
,r a,umr: elcctive bandwidth in a column phase. B, about messa,:e arrisal rate and sericc rat- in both
nia het ,upres.:iiated b\ models, the statitcal charactenistic 01 the untimhcd

B. = L xB (3.3) work in both models should be identical. In ot.er wAord,.
the total number of packeLs remaining, hence the queue

Note that this maximum bandwdth in a column phase length in both model,, is independent of the service pol-
m..% not be achieable due to packet slot contentiois. icy used. It foli,,As from tue Little's lay, (141 that th-
Therefore, given fixed average communication load L,, asera ce packet delays, denoted by E., is also indcpcn-
m.: ,r uadistibute more loads to roA communica- dent of the policy usLd. That is. the a\crage packet
,ions and less loads to column communications will de'ass usine r urJlrehin scheme should be the ,,ani a,
i- -r \e t cffec-tive sstem bandwidth, that of a At D mod.I. Naincl\ t. I1

B, i3 ,r the acrae o of equa in 3.22) and equa- i n ., I s
twn It. the e~lecuxe ,stem bandA dth of an ASOS, - n,., - i -1
denod J mm Bm mm



It is also straiehtforward to have the same analysis For example, concider a system with two nodes,
result for aserage packet delays using linear pnort\ denoted by ni and n2. Let TLIl) and 7TLil ke their
scheme. How.,ever, we are unable to analsvze average local time respectisely. To perform an operation sirna!-
packet dela\ s using the restrained linear pnionty scheme. ianeouslv at a given instance Tit, each nodc stats the
Figure 9 shows si ;ulauon results of average packet operation when its local time equals T9. Here, an opera-
dcl;iys vs. arrival rates Xi for all three different rt,,erva- tion could be the tzansmission of a packet if the nodes
tion scherne-s. We note that th. results shown fur both are processors, or could be the change from one state to
round-robin and linear priority schemes conform to the the other if the nodes are switches. In the identical-time
theoretical values as outlined in equation ( 3.5). How,.- model show~n in Figure 10(a), two separate clock
oser, the restrained linear priority scheme has longer waveguides with equal length are used to connect two
Lserac pat-ket delays since some idle cycles are nodes \kith the global clo;-k. Since TL (1) is always ident-
anificially introduced in this scheme. ical to TL (1) the twko nodes will start at the same time to

pertorm a simultaneously operat ion on two packets. If
E, these two nodes are separated by D units on a

swaveguide and a pacxet nas a length of P units, the con-
100 ~ dition P 5 D is nece:ssary to prevent tl'e two nodes from

rta3m: Le .L R 4 performing the same operation on the same packet. For
rrnn scmme instance, if these two nodes are processors, the above

tlnow P m hm condition prevens overlappings of transmitted packet.
mun- ( wcif these two nodes are sw~itches, the abe' c condition

prevents, a packet from being! partially switched by mvo
switches.

Figure 9. Average packet delays0

If eIthecr the linear priority or the round-robin ta tr.c idmrnai sie rn~k Lim Uc~ Uffw sine j

scheme is used. average packet delas s in columr. corm-Fiue1.Tocckdsbtonm el
municanions, drC onl% aNout t% o column phases, \,,hen theFiue1.soclkdstbtonnde
load reaches So': of the capacity (this is equivalent to
the, case when . =0.8, Note however. that ac:cording to Another model, w~hich \%c call sm iweJ-u'o; mnodl.
the dchtio'n of the packet dclays, packets in ross corn- ivs shown it) fi.'c'ueJlh Onlv 'mcI clock \kaVegudC Is

munic:ation hase zero packet delasls. used to co-nnect the'e ts~o nodles to the global clock. It is,
assumecd that clt- ck pulses and packets propaLcate inl the

4. (lock disirihution and packet size limitation O ppo'ite directis . Assume thai the propagataion d !a%,

One of the mnair concerns in desiening a large betss een n: and 'i on the clock wavcuidc are d unit,,.
i,r is he ssnchroni/ation problem-i. So tar. Ac hasec Ac have 71 11) = It (2) -d . if the two nodes arc to per-

a',drmed that all processors, and sssitches are co~nneccd o an petin iruroulacrdn toflr
a global clock xith separate \,aveguidcs icalled clock local times, then the node n, Aill start d units earlier

sJ\seguides) of equal leni:th. Thercforc . fur commonica- than the- node n2.* Therefore. these vc nodes %ill not

ti-ri purposes all procexors and switc-he, virtually share periorm the operation on the same p-ICKet as loni, !,

an de~clglobal time. Mor spVO als let I', he a P ! D -~ d. That is. gixen a fixed D. the pac:ket si/e c:!r

:1 ''l time. and let PT, (r. rand SNJ .r be a lo~il he injeaosed b.d units usine the skess ed-time model.
i i: oft rnc r roc c:s nr 'd the .ss i t, h r xse. ross Note that, if cock puises and pacLs prop1).aLt, in l,

r _ col~i n c We h&.e w-sumed tlhat at in', nTSLMn5 .. .imc diretirnn. the packet size \,,ill has:- to he

P/Lr C1 sI i, - =1*- C for all , and" . Ahere, de _creased. We are intere.':dJ w increasing the packet

C is a -- urnt Wec call such a L ock d r;:i.n model 11ce for a gismoi Di to overcome cur-rent tchnologs rcs-
i.rica-'-'-. model trainus on th, pulse \\ idi h.



In order to have a regular connection between 5. Concluding remarks
switches and the global clock, the skewed-time m del is It has been established that much highei
used to distribute the global clock to switches in ASOS, bandwidth can be achieved with pipeitcd optical hu-.
as shown in Figure 11. Clock pulses alw-i's propagate tn interconnections than with electrenic exclusive bus
a direction opposite to that of packet propagation. For access communicatons 17,161. The high bandwidth of
example, packets propagate on the lower segment of a optical wa~eguides can also be achieved using txo novel
row bus from left to right. But at any row bus r, the fol- time-division approaches, namely TDSM and TDDM.
lowing equation holds: These two approaches are used in the design presented

ST(r, i) = STL(r, i-1) + d (4.1) in this paper.
In addition to achieving high bandwidth, several

that is, clock pulses propagate from right to left. Sup- oh din o aetne ish b i the

pose that switch i+I has just been set to the cross state hrde srcus and ct. One ne s itchi
v, hn P,.,arrves Th be~nin ofPSis uits hardware structures and controls. Only one switch is

vhen P arrives. The beatnning of PS, is D units used for each row and each column bus and switch set-
aayftings are performed uniformly and synchronously.
switch i. After d units, switch i will be set to the cross th a e promdu ifom y and shronouslystat an PS wil ariveat with ias dsird. n adi- Another related goal is the feasibility and the flexibilitysta te an d P S, w ill arrive at sw itch i as de sired . In ad d i-of t e d s g g i n th a v l b e t c n l g e . F r
tion, switched packets propagate top dov, n on the l,-ft oftedsg ginthavlbetcnlge.Frsegment of a column bus but since example, with current technology, it is possible to drivesm r = STL (r-i, c)+ d, clock propagate an optical bus at 20 GHz 1221. This results in a pulse
SL (r, c h cmn clock pulses opagatp width w, or a time unit as defined in this paper, of 50 ps
bottom up at each column. Therefore, no packet overlap- (pico-second). Assuming that the speed of light in the

waveguide is c8 = 2x10 m/sec, the spatial length of a
pulse is 1 cm. With 100 ps switching speed 1221 and a
16-bit message frame, the switching time S is 2 time
units and the packet length P is 16 time units in an 8x8
array. With backplane connections, it is reasonable to

_assume that the spatial separation of two processors, D,
is 7 cm, or equivalently 7 time units. The condition to
prevent packet overlapping, namely D ? P + S, is thus
not satisfied. Therefore, the skewed-time model should
be used and the skewing distance d should be at least 11

= '. time units. Note that if communication loads are S0M, of
the communication capacity in both row and column

T phases, that is, L, = L, = 0.8, the maximum effective
To ,,r Tosir ~ .bandwidth for the 8.,8 array is about 113.8 Gb/sec

according to equation (3.4).
Giobji Clk When technology advances to the stage at which

Figure 11. Control switches with skewed-time optical buses arc implemented on GaAs wafers with 100
GHz transmission and at 10 ps s,.itching speed, the
skewed-time model may be no longer necessaary. In fact.Wec can similarly connect all processors to the
with D = 7 cm, a packet could contain up to 34 bitsant: global clock using the skewed-time model. Note wtotuigtesee-iemdl cetees h

that. pro( :ssors transmit their packets on the upper seg- without using the skewed-time model. Ncverthelc ,,, the

ment of row buses. These packets propagate from right skewed-time model should be used it D is redluced to I
to left at each row and therefore clock pulses should pro- cm (the order of the separation in chip-to-chip conneL-

pagate from left to right at each row, tions).

It is possible to recalculate equation (2.1) for the We note that our reservation schemes that relate to
skewed-time model in terms of the local time of each TDDM are different from any of the schemes discussed
proessor so that communications and reservations can in 16). Also. uses of random access schemes, such as

be carried out as described in Section 2 and Section 3 those in 115,17), for resolving time-slot contentions
would yield longer average packet dela and 1owcer .,, -

re.pectively 191. Note that, this skewed-time model can
be applid in other timo-d.vision multiplexing or tern bandwidth in this partic lar application in A hich the

ipelinig systems. communication load is assumed to I)- hich. Fin,' v, Ae
note that some technology issues not mentioned in this



paper, such as pulse generations, coincidence detections tions, vol. COM-25, no. 1, pp. 2-29, Jan. 1977.
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